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In the result of research is complex study of the properties and characteristics of the discrete oriented structure surfaces in the form of recesses formed mechanically. It is shown that the combination of friction and wear processes research in different scientific and technological areas such as mathematical statics, contact mechanics, physics of surfaces, magnetic phenomena, fluid dynamics have allowed deeper explain the processes that occur at discrete surfaces contacting parts.

Today, systems analysis serves as one of the main factors solutions to global problems in various industries, involving the efforts of many specialists from different research areas. Introduction of friction units of machines and mechanisms as the system allows to organize the results of physico-mechanical and tribological studies for different friction and wear, which more fully into account all the properties of elements and nodes of all the relationships between the properties of these elements.

In recent years, the study of friction and wear is in order to fully take into account various factors that can influence this process. This is especially important for the development of the theoretical foundations of tribology, because it combines the various scientific and technical disciplines. We know that friction is considered as elastic-oscillatory process heat generation in the surface layer and the formation of secondary structures [1, 2]. Along with the generation of heat by friction, there are other energy conversion, including the case of excitation of electric and magnetic fields, creating termostrums, trybochemicals reactions and so on. Moreover, most friction units of machines and mechanisms operating under lubrication of contacting surfaces. The mechanism of wear in such a complex and different for most of the friction units.

The special interest is the application of a systematic approach for the study of surfaces with discrete-oriented structure. Discrete surface (in foreign literature they are called textured surface, spotty coverage) as a means of improving the tribological characteristics of machine parts and assemblies, having many years ago, but widespread over the last decade as the most promising area of sustainable engineering surfaces [3-5]. The introduction of this technology is to expand the range of parts in extreme conditions (for allowable load, wear, friction, physical, mechanical, magnetic, electrical, hydrodynamic properties, etc.).

The basis of the system approach studies the properties of surfaces with discrete-oriented structure is a hierarchical structure of methodological levels of analysis: problem-conceptual, operational and detailed. At the level of problem-conceptual analysis determined purpose of the study and the main problem to solve, analyzes system environment is allocated and justified the selection process that creates the basis for operational analysis. At the operational level determined by physical, mechanical and tribotechnical indicators is the best choice of fitness
regimes for making structural and functional basis of systematic research process at a detailed level and the development of its mathematical models. At the detailed level research formed a basis of operations choosing optimal design solutions, study and evaluation of the optimal process parameters that will solve the problem.

Systematic and comprehensive research-oriented discrete surface structure in the form of holes with a given texture [3, 6] can logically organize complex processes of research on common methodological information base system approach, which is based on known principles of commitment, modeling, physicality, which defines the procedures for systematic studies.

To determine the optimal parameters of the process forming holes textured surfaces commonly used method for multivariate experimental design and mathematical processing of statistical data that can provide technological process in the form of functional dependence of input and output parameters. That technology of hole surfaces are considered as a way to control the properties of the surface layer. When conducting complex investigations related to the experimental determination of the main characteristics tribotechnical details of hole surfaces, the problem of optimization of the process of forming multiparameter seen as taking into account the design, technological and operational factors. Objective and complete assessment of the working conditions of parts assemblies and mechanisms for different types of friction and wear allowed to choose certain criteria optimization of the process of formation of hole surfaces (technological residual stresses, the intensity of wear, friction, temperature trybocontacts etc.). When choosing a managed factors used by expert assessments on which defined the group of factors that affect the value of optimization criteria and the level of variation.

Numerical simulation of the stress-strain state in discrete areas of finite element analysis allowed to establish and reveal patterns and mechanisms of phenomena and processes occurring in thin surface layers, using and combining science and knowledge of physics of deformable solids, hydrodynamics, materials engineering, electromagnetic fields and others. Yes simulation of temperature and power load by finite element analysis in fretting revealed a picture of the distribution of the stress-strain state and temperature textured surface hole. Major tensions arise between holes space allocated in the form of islands. Due to the lack of high residual stresses this type of surface modification in the form of holes has advantages in comparison with coatings, which are characterized by different coefficients of thermal expansion of the material base and cover. This is supported by studies of the temperature distribution on the surface trybocontacts. No significant temperature drop in between holes space in the hole and on the surface of the base material reduces the thermal stress (Fig. 1). Taken together, these processes provide high tribotechnical characteristics hole textured surface [7].

In discrete areas in the form of depressions or holes formed complex fluid motion, depending on the mode of flow and geometric parameters of the surface. Circulating fluid motion generates both large-and small-scale vortex structures, whose number increases with increasing flow velocity. Vortex structure periodically may occupy the entire volume of discrete areas, and then, under appropriate conditions, are thrown into the stream, acting as a "vortex bearings" to prevent the destruction of the points of contact surfaces under extreme operating conditions [8].

1.1.2
High-durability textured surface holes caused by high capacity wells to prevent the occurrence of unacceptable damage to the surface layer processes in the space between the holes in areas of actual contact by the ability to attract paramagnetic particle degradation and lubricant products ferromagnetic wear particles. Products will concentrate wear (contact) initially with great performances on the surface (hole edges), which are the largest hub of magnetic field lines, compared to the surface roughness in the space between the holes (Fig. 2). Each share of food deterioration in the magnetic field is directed to the top edge of the hole bigger axle. Depending on the load of the friction pair, sliding speed and other factors is wearing hole edges and vertices blunt peaks of wear particles and their shift so that the newly created most major axis directed along the magnetic field lines. That is mechanical wear (smoothing) Career edges of holes and particles of food deterioration in the submicroscopic level. At the edges of the holes wear magnetic field lines are reduced to the value of the magnetic field in the space between the hole and the further deterioration of products withdrawn from the hole. These processes can eliminate the likelihood of friction in the area of critical loads and temperatures and prevent the occurrence of unacceptable damage to the processes of the surface layer in the space between the holes in areas of actual contact and improve technical characteristics of friction pairs [9].

Significant contribution to improving tribotechnical properties of friction pairs provide lubricants. The hole will be stored lubricants that provide continuous regeneration of lubricant film in trybocontacts places. The effectiveness of the protective film of lubricant for couples with surfaces approximate discrete structures confirmed by the lowest coefficient of friction between working and stability period after working that lets you manage processes in fretting by choosing the optimal discrete surface texture, leading to a decrease in the coefficient of friction by 57-62% compared with the original surface without holes [7].

Forming holes textured surface reduces the endurance limit of specimens of steel 30KhGSA in a "pure" fatigue at ~ 1.84 times in comparison with the starting material without holes. At the same time, in fretting fatigue is reduced slightly - 1.17 times. Fraktographs research breaks surfaces of samples with holes revealed that in the origin of fretting fatigue cracks occurs in one, two or three cells on the surface of a dangerous intersection and is not connected with a hole. Only one case of fatigue cracks initiated on the contours of holes, as in this case, edge support contbody

Fig. 1. Temperature distribution on the surface of the sample discrete function of time: 1 - change the temperature on the surface between holes 2 - change of temperature in the hole 3 - change in temperature at the base of the sample
coincided with the line placement holes (Fig. 3). It also shows that the stress-strain state in the area of fretting determines the durability of steel in fretting fatigue and stress concentration and residual stress in the holes affect the ultimate state of the material in these conditions. Significant positive effect on the fatigue resistance characteristics provides ion nitriding surface samples from holes. During tests on fretting fatigue of three samples of the party none of them destroyed by fretting. That was the destruction of the "pure" fatigue in the area of maximum stress location through holes.

Fig. 2. Physical model wear a separate discrete areas under marginal lubrication: 1 – hole, 2 – contrbody, 3 - wear products, 4 – sample, 5 - magnetic fields

Fig. 3. Scheme and fracture surface of samples with holes destroyed by fretting fatigue: a - the destruction outside holes, b - destruction by hole

Textured surface holes provide a reduction in abrasive wear of the surface layer of steel 30KhGSA to 37-38% due to acquisitions (removal) of abrasive particles and product deterioration of surface friction in the hole. The destruction of the surface layers of abrasive particles due to their frequent exposure and accumulation of damage in the surface layers and inner sides trybocontacts holes. The biggest wear surface is exposed to a distant hole relative to the direction of motion of abrasive particles. Countering the introduction of abrasive particles in the far surface will determine the level of abrasive wear of discrete sites and hole surface as a whole [10].

Conclusions. A complex approach to scientific research of discrete-oriented structure surfaces has allowed to discover and analyze the complicated processes that occur in thin surface layers. High tribotechnical characteristics of discrete surfaces with recesses for different friction and wear conditions are connected with the fact that the recesses are reservoirs for getting of wear products, which provide stimulation of tribotechnical processes by continuously removing them from the surface friction. Furthermore recesses are the reservoirs for holding lubricant materials that is used to regenerate lubricant layer in case of it absence between contacting surfaces. High-durability textured surface recesses is also associated with the magnetic field, which occurs at the edges of discrete areas, and their ability to exclude paramagnetic particles (products of degradation of lubricants) and ferromagnetic particles (products of wear).

1.1.4
FACTORS OF CRACK INITIATION AND MICROCRACK PROPAGATION IN ALUMINUM

Effects of microstructure and grain size on fatigue behaviors such as fatigue strength, crack initiation and propagation behaviors were discussed. Data about lengths of microcracks (MC) which appear during a loading before revealing of a macrocrack, growth rates of cracks and a kinetics of growth MC are obtained.

Essence of a problem. Accumulation and association of dissipated short cracks concerns one of leading mechanisms of damageability and realization of a limiting condition of it designs, it is necessary to consider at forecasting of their resource.

For metals micron-sized microcracks formation and coalescence occur in the plastic zone as a result of dislocation-activity and stress concentration. To understand such fracture behaviors, it is necessary to establish a method to detect microcracks which are undetectable by the existing technologies. Microscopically, fracture can be classified into shear and tensile separation. When a macrocrack propagates, microcracks coalesce three-dimensionally in front of the macrocrack, and fracture resistance (toughness) varies depending on whether the coalescence process is of shear type or tensile type. In effect, it is necessary to classify both microscopic and macroscopic fractures into shear and tensile types, and the formation speed of microcracks can serve as an evaluation parameter of ductility and brittleness. For macroscopic understanding of fractures, it is necessary to define the propagation of the main crack associated with the material structure. As the main crack often propagates non-uniformly, it is necessary to define the length corresponding to the non-uniform propagation of the crack.

It is known, that process of fatigue of metals is localised in a blanket [1]. With increase in quantity of cycles in all materials the characteristic strip structure - strips of the steady localised shift develops. The substructure in sliding strips can be different depending on material type. Borders of strips and especially their joints often become places of fatigue cracks origin. Transformations in dislocation arrangement which are realised in the course of fatigue tests, have character of "phase transition" in a defective subsystem and occur, as a rule, at achievement of certain ("critical") density of dispositions. Thus microcracks in plastic materials arise in steady strips of sliding. Therefore the surface is a data carrier about dynamics of exhausting of carrying ability of constructional elements. Estimation of the blanket condition is considered as a way of fatigue damage diagnostics.

One of fundamental features of multiple destruction of materials is the multistage. Each stage of the destruction process is characterised by separate dimensional level. At each stage there is an origin and growth of the dispersed
defects (cracks, pores). Thus transition from a stage of destruction with lower dimensional level of damages on following on which damages have the big sizes, occurs by accumulation of defects in limiting concentration. Such scheme of destruction is inherent practically in all constructional materials and arises at various kinds of power interaction [2].

Stages of damageability at fatigue failure can be write down, as [1-3]: the Stage 1 - accumulation of separate micropores and microcracks statically distributed in volume of metal; stage 2 - development of cracks on borders of grains, twinnings and sliding strips; stage 3 - development of the main crack in a material, with existing system of microcracks.

One of displays of the machine details damage at a cyclic loading is presence of disseminated on the limited surface area the short cracks. Destruction of materials, is caused by the continuous in time processes of cracks origin, growth and association, it is considered universal [4], is called as plural and is characteristic for many damaging factors, for example, for fatigue [5-7], cyclic creep and corrosion.

The quantity of experimental data on plural destruction is very limited. It is connected with labour of input identification and complexity of supervision at the behaviour of a considerable quantity of small defects on a surface of samples.

At presence on the limited area of a surface or in material volume even a small amount of microcracks (MC) which sizes is in an interval 0,1... 10³ the micron [1-7], always exists final probability of their association. Association of MC carries danger of sudden occurrence of macroscopical defect. Therefore the initial estimation of a limiting condition at a stage of development MC should be made taking into account the factor of association of dissipated defects.

Technique and essence of experiment. Nondestructive evaluation comprises the steps of (1) detecting the presence of defects in materials, (2) locating the position, (3) classifying the type, (4) determining the size and shape of each defect, (5) clarifying the mode of cracking and other characteristics, (6) determining the mode of fracture by considering external load and environmental conditions, and judging the degree of the severity of the defects by using an analysis based on fracture mechanics, (7) making an ultimate judgment on acceptability or, in other words, implementing material screening, and then, (8) for materials that have proved acceptable, evaluating its safety factor and service life. Here, the steps (1) to (5) for detecting defects are in the category of nondestructive test and inspection, while nondestructive evaluation includes the steps (6) to (8) as well. In applying such nondestructive evaluation, therefore, it is necessary not only to enhance the accuracy of nondestructive inspection techniques for detecting defects but also to consider (1) undetectable defects, (2) correspondence between the size of the detected defects and the size of defects leading to fracture, (3) fracture models (representing formation, growth and coalescence processes of micro defects).

The detection of microcracks is indispensable to non-destructive evaluation. Although various microcrack-detection methods, including X-ray, ultrasonic, microfocus X-ray based on electromagnetic equipments, high-frequency ultrasonic and ultrasonic microscope are being developed, it is still impossible to detect internal defects finer than several tens of microns, and there is no method to evaluate
the mode of fracture. Although electric resistance, ultrasonic and acoustic emission analyses are used for the detection of microcracks.

Standard corset specimens cut out from sheet aluminum alloy Д-16АТ with the thickness of 1,3 mm with a plating layer, the average grain size on the plating layer is 47 μm. They were loaded on hydro-pulsating machine MUP - 20. The maximum loading in the minimum section was equaled to 250 MPa at frequency of a loading of 11 Hz. A loading cycle - sinusoidal, zero. The base of tests was not less 10³ cycles. In the present study the fatigue tests were carried out in laboratory air (temperature 16–25 °C, humidity 40–70%).

After the next stage of a loading the specimen tacked away from loading machine and parameters of microcracks were measured, further the specimen passed the next loading.

The program of tests of specimens on a low-cycle fatigue included research of accumulation processes and development of short cracks before occurrence of a macrocrack, their association and definitive destruction of the specimen.

Identification of cracks, definition of their co-ordinates on the specimen surface sand measurement of it sizes was carried out visually by means of microscope MMP-4 JOMO and with application an eyepiece of a micrometer with which it is completed microhardnessmeter ПМТ-3.

After the control of a surface of the specimen the gain of quantity and length of cracks for a stage of tests, density of cracks on the surface area, growth rate of cracks was estimated.

For each microcrack was defined it growth speed \[ \Delta h = \frac{\Delta l}{\Delta N} \], where \( \Delta l \) - a gain of length of a crack for \( \Delta N \) loading cycles.

**Experimental data and their discussion.** Figure 1 shows the relation between the crack length 2а of main cracks and the relative number of cycles to fracture cycles \( N=N_f \) for two specimens in both alloys. From the figures, the crack propagation curves showed almost similar tendency in both alloys. Plural number of cracks occurred at each specimen, but crack didn’t coalesce each other during the fatigue process and each main crack propagated individually. The cracks initiated at very early stage from inclusions near surface, but they propagated very slowly during the early stage.

Process of accumulation of multiple damage can be characterised as formation at first a considerable quantity of small cracks, their gradual growth, and already then their gradual, and subsequently avalanche merges in cracks with much big sizes. The size of the microcracks arising in superficial plated layer of aluminum alloy Д-16АТ proportional to size of structural elements of a material.

Thus microcracks which arise on steady strips of sliding in the middle of grain, extend within grain with certain speed then meeting structural barriers in the form of border of grain they stop or become such that do not extend. Thus a share of cracks which do not grow, or have very small growth rate - considerable (fig. 3). After the crack will overcome border of grain speed of its growth increases, except own growth also at the expense of association with the next cracks. On the basis of the examined laws it is possible to draw a conclusion on casual character of MC growth rate (fig. 2).
Fig. 1 Relation between crack length $2a$ and ratio of number of cycles to failure $N/N_f$.

Fig. 2. Dependence of the MC grows rate to their length

The quantity of new MC arising for surfaces of the specimen decreases up to a stage before destruction. It confirms the fact of prevalence of process of association $MT$ on the big operating time.

Percentage of MC quantity

Fig. 3. Percentage of MC quantity: 1 – $\Delta h=0$; 2 – which are disappeared; 3 – which are growing nonstop

At a cyclic loading dependence of dissipated microcracks quantity from quantity of cycles of a loading as a rule is linear. Thus the final stage of the damage connected with formation of cracks of higher dimensional level, is characterized by reduction of quantity of dissipated defects because of their intensive association. In some cases it leads to reduction of speed of accumulation of cracks and a deviation of corresponding dependence on the linear.
Conclusions

The question of MC growing is investigated. Namely growth rate of cracks and a kinetics of MC growth. Thus received, that on a surface of the specimen the part of cracks grows with constant speed, a part - in steps, the part does not extend, and the part from them disappears, i.e. so-called "healing" MC is observed.

At statistical processing of empirical histograms of crack quantity to their speeds distribution it has been received, that the given distributions are approximated by the indicative law (fig. 3).

The major factor defining destruction at multiple damaging, is association of dispersed cracks, especially at a finishing stage which makes, approximately, 30 % from the general durability. At this stage of growth of the largest crack it is carried out exclusively at the expense of its association with other cracks along a distribution trajectory.
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THE MECHANISM OF FRICTION BETWEEN SURFACES WITH REGULAR MICRO GROOVES UNDER BOUNDARY LUBRICATION

The results of researches related to the influence of partially regular microrelief parameters on the adhesion component of the friction factor under boundary lubrication have been given. It has been shown that under boundary friction micro grooves are effective on precision surfaces with low roughness when lack of film and probability of seizure appear.

According to Molecular Mechanics Theory of Friction the total friction force under boundary lubrication can be resolved into an adhesion component and a deformation component. The measurement of these components can be done with some difficulties. This paper has investigated the adhesion and deformation components of friction under boundary lubrication of surfaces with regular micro grooves.

There are many technological methods to improve the tribological characteristics of sliding friction pairs. One of these methods is the formation of sinusoidal micro grooves regularly spaced on friction surfaces that are called "surfaces with a partially regular microrelief" according to GOST 24773-81 [1]. The grooves are formed by means of surface plastic deformation performed by the spherical indenters (Fig. 1). The depth of these grooves can be taken from 5 to 50 µm.

Fig. 1. Model of a partially regular microrelief formation by surface plastic deformation

To research the influence of surfaces with a partially regular microrelief on the tribological characteristics of samples, it is necessary to eliminate the influence of shape errors as well as the influence of friction surface position errors. It is not possible to eliminate the influence of these errors when applying the tribometer used in mechanical engineering. In order to eliminate the mentioned errors, macro running-in of the samples to equalize the nominal contact area and contour contact area is required. During this process micro running-in takes place and uniform roughness is formed.

To conduct tribological researches without using macro running-in, the new tribometer has been developed on the basis of friction between shaft and metal tape [3]. The metal tape can be used as a mating sample and due to its small thickness -
0.06 mm, it is flexible, which allows it to locate itself on the sample without shape errors and surface position errors. Thus the nominal contact area and contour contact area are equalized. The tribometer is equipped with an air damper to reduce self-oscillations and with an inductive friction torque transmitter (Fig. 2). The drive of a tribometer has the ability to provide stepless speed control of the sample. Different loading can be obtained by means of two tension springs and application of mating samples of different lengths. This tribometer allows one to perform testing at pressure up to 2 MPa on a sample and at loading to 470 N. Due to small thickness of the tape it is possible to control the temperature in the friction area with high precision. This is achieved by soldering the chromel-copel thermocouple of Ø 0.2 mm directly to tape of a mating sample over the friction area. The tribometer and its instrumentation allow one to control lubrication modes (boundary lubrication, mixed lubrication, liquid lubrication) according to the electrical resistance of lubricant film. While studying surfaces with a partially regular microrelief friction torque is monitored and friction factor is calculated by a formula obtained on the basis of the Euler equation derived for the case of wrapping the shaft with a flexible cable.

![Diagram of a tribometer](image)

**Fig. 2. Diagram of a tribometer (1 – sample; 2 – steel tape as a mating sample; 3 – friction torque transmitter; 4 – air dampers)**

The purpose of the research of surfaces with a partially regular microrelief is to study the influence of micro grooves on adhesion and deformation components of the friction factor, and identification of the lubricant removal mechanism from the micro grooves.

All the studies were conducted with oil ‘Industrial 20’ and steel C45 of 30 … 32 HRC. Micro grooves of different depth $h_K$, the radius of the bottom $r_K$ and the relative area $F_K$ are formed parallel to a cylinder element on the samples of 30 mm diameter by means of plastic deformation.

The adhesion component was studied using the method of exclusion of the deformation component of friction, for which the roughness of samples and the roughness of mating samples were taken as $R_z = 0.08 ... 0.1$ mm. The surface of the sample was fed with a strictly dosed small drop of oil on, carefully distributed over the entire surface. The measurement of friction torque is performed with 3 ... 5 friction cycles at maximum friction. From the start of friction a small number of
cycles did not change the initial roughness, and provided self-location of a mating sample (tape) on the sample and a reliable contact of the friction surfaces. After 3 ... 5 cycles there was a decrease of friction force due to the beginning of formation of the uniform roughness and improvement of lubrication conditions. All experiments related to the adhesion component were performed under boundary lubrication at sliding velocity of $3,14 \times 10^{-2}$ m/s. The temperature was kept constant at $(33 \pm 2){}^\circ C$.

It was necessary to research surfaces with different areas of micro grooves $F_K$ and consequently surfaces with different contour areas of contact. The preliminary experiment was carried out to identify the influence of contour pressure $p_C$ on the friction factor for samples without micro pits. The experiment confirmed the total independence of the friction factor $f$ after micro running-in and the adhesion component of the friction factor $f_a$ from contour pressure $p_C$ in the range to 2 MPa for both surfaces without micro grooves and surfaces with micro grooves. During the studies, the possible location of a mating sample along the chord (effect of a chord) above a micro groove has been verified. In this case the thin steel tape is used as a mating sample. Besides, the influence of the above mentioned effect on the readings of the tribometer has been determined. The test results have shown that "the effect of a chord" does not appear.

In this experiment the friction factor $f_a$ depends on the relative area of micro grooves $F_K$ due to lubrication mechanisms only, in other words, due to the ability of friction surfaces to absorb lubricant from micro grooves and to form reliable boundary lubrication.

The depth of micro grooves $h_K$ and their radius $r_K$ affect $f_a$ value and consequently the ability to absorb lubricant from micro grooves. When the depth of micro grooves decreases and their radius increases the absorption of lubricant from micro grooves improves and the adhesion component of the friction factor decreases. To determine the role of deformation component, running-in of surfaces with micro grooves has been studied.

For this purpose, the duration of micro running-in of the samples with micro grooves and mating samples has been studied. During research a flexible steel tape with surface roughness ranged from 5 to 7 µm ($R_a \approx 0,8\mu m$) was used as a mating sample. The roughness of the tape was provided by means of grit paper, and the direction to the roughness traces was made perpendicular to the tape axis.

Research was conducted with the help of the tribometer (Fig. 2) using samples from steel C45 of hardness 28 ... 32 HRC and mating samples in the form steel tape of grade C80W2 with thickness 0.06 mm.

Micro grooves on samples were formed as a result of pressing with a spherical indenter with radius $r = 1,5$ mm. Micro grooves were located parallel to a cylinder element. Cold laps and metal swellings on the edges of micro pits were carefully removed in order to provide the minimum obstruction of the edges of micro grooves. Carrying surface roughness was ranged from $R_z= 0,8 \text{ to } 1,0\mu m$ ($R_a \approx 0,15 \mu m$). The researches were conducted in the boundary lubrication mode using oil ‘Industrial 20’ at the sliding velocity $f= 3,14 \times 10^{-2}$ m/s. In all experiments contour pressure was calculated for the surfaces excluding the area of micro grooves and was equal to $p_0 = 0,61$ MPa.
Duration of micro running-in was determined depending upon the time taken before the friction factor was stabilized. During the process of micro running-in the excess of lubricant was provided, as evidenced, by its appearance in the inlet area of friction.

Boundary lubrication mode was controlled by the electric resistance in the contact area and by the oscilloscope displays.

The experiment has confirmed the dependence of micro running-in duration on the relative area of micro grooves $F_k$, which allows making conclusion about an engagement of micro asperity projections with the edges of micro grooves.

The rate of micro running-in is affected by the loading cyclicity of micro asperity projections, which causes their fatigue failure. The greater the relative area of micro grooves $F_k$ at the constant width $b_k$ is, the faster micro running-in is finished. Under sliding friction in the boundary lubrication mode the loading cyclicity of micro asperity projections can lead to more extensive wear of a friction surface mated with the surface where micro grooves are formed. But this is compensated by the decrease of wear which occurs due to the formation and destruction of adhesive welding bridges, and the most important thing is that the probability of seizure is eliminated.

Fatigue wear can be considered a growth of a wear value under normal friction in the mode of boundary or mixed lubrication when the relative area of micro grooves $F_k$ increases and its value exceeds the optimum value $F_k = 25...45\%$.

The value of the deformation component of friction force should increase in case of micro seizure, because the break of adhesive welding bridges is accompanied by the removal of metal micro particles welded to the mating surface projections from the friction surface. This leads to the formation of higher projections with high hardness, which engage with the edges of micro grooves and significantly deform them.

Decrease in the deformation component of friction force reduces the energy cost for friction during the steady state mode of friction as well as improves the smoothness of movement. The latter is indicated by decrease in the variations of friction force when tape surface roughness is reduced from $R_z = 5...7$ $\mu$m to $R_z = 2...3$ $\mu$m. At the same time, in order to accelerate the process of running-in it is necessary to increase the deformation component of friction.

The necessary depth of micro grooves should be made in order to ensure good running-in of the friction surfaces, which results in light surface wear and reduction of groove depth. Profile of grooves is also changed, so one of the edges gets more rounded. Upon completion of running-in the grooves with less depth and rounded edges of micro grooves provide a reduction of adhesion and deformation components of friction and decrease wear on the friction surfaces in comparison with the period of running-in.

Conclusions

1. The formation of micro grooves of 3-20 $\mu$m on the friction surface reduces the adhesion component of friction force under boundary lubrication, if the friction surfaces do not have micro cavities to reserve lubricant. This friction pair ought to
have minimum clearance, high accuracy in shape (round surface, longitudinal section profile) and with minimum surface roughness less than $R_z = 0.8 \ldots 1.0 \, \mu m$).

2. Micro grooves increase the deformation component of friction force under boundary lubrication, especially when surface roughness on the mating friction surface.

Thus, the formation of micro grooves on friction surfaces under boundary lubrication is highly applicable for precision friction units, for example, in the boxes of theodolites, in the friction units of telescopes and other precision devices.

The effect of micro grooves under boundary lubrication appears in cases when the friction surfaces are unable to provide normal modes of friction and lubrication. If a friction pair is run in and operates without deviations, it will be inappropriate to form micro grooves on contacting surfaces in order to improve the mechanism of lubrication and increase their wear resistance, except cases when structural errors were made during the process of a new friction pair design.
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The investigations of structure, elements distribution and microhardness of areas: matrix-transition zone-particle of composite nickel-based electrolytic coatings are carried out. As a composite coating filler the wear-resistant eutectic alloy powder designed for operation at elevated temperatures is used. High wear resistance of designed coatings due to surface wear-inhibiting films formation it is established by tribotechnical investigations.

Problem statement. One of perspective methods of the machine elements superficial strengthening is applying of composite electrolytic coating (CEC) [1]. However, existing today CEC cannot satisfy constantly growing requirements to exploitation of corresponding friction units of mechanisms in the conditions of the dynamic loading, active influence of corrosive environments and especially increase temperatures. One of effective ways of reception of materials with high thermal stability and wear resistance are creation of compositions on the metal basis strengthened by refractory borides and carbides with use of eutectic reaction between them as high heat resistance and thermal stability is defined by their structurally-phase structure. In work [2] it is shown, that the phases of penetration TiB₂, CrB₂ and VC are characterized by chemical compatibility, a strong binding and are in stable equilibrium at the raised temperatures (to 0,9𝑇ₚₚ) with the metal basis close on structure to a steel 12Χ18Н9Τ. Such alloys are capable to work in the loaded units of a friction at simultaneous influence of the chemically-active environment, heats in the absence of greasing. On the other hand the creation of eutectic coatings by a welding method results in non-uniform heating across detail section with a coating and heats on a surface with their sharp reduction to a core that leads to possible change of geometry of a detail and a surface. Besides the given method allows to put a covering only on external surfaces which should be well accessible to processing, and does not allow to put on internal surfaces, especially if details have length greater than diameter. To avoid above mentioned shortcomings is possible by using the electrolytic method. In-process [2] it is shown that such phases of penetration, as TiB₂, CrB₂ and VC is characterized by chemical compatibility, strong connection and are in a stable equilibrium at increase temperatures (to 0,9𝑇ₚₚ) with metallic basis near after composition to steel of 12Χ18Н9Τ. Such alloys are able to work in the loaded knots of friction. Therefore the task was to develop composite electrolytic coating with eutectic alloy powders as filler to increase the endurance at elevated temperatures and to investigate a structural condition and wear resistance of the received coatings.

Experiment technique. Composite electrolytic coatings are received by settling of electrolytic nickel with eutectic alloy powder specially developed for work at the raised temperatures [3] on the horizontal cathode at pulse moving of electrolyte and density of a current from 5 to 10 A/m², PH 3-3, at electrolyte temperature 25-40°. Thermal processing of samples with a coating was carried out
by vacuum annealing at temperatures 950 ºС and 1250 ºС. Microstructure researches are carried out by means of optical microscope NEOPHOT 21 and electronic raster microscope with energy dispersive microanalysis system PEM-106l. Test a material for microhardness are done on device PMT-3. The element structure was analyzed with the help energy dispersive spectrometer «Link 860/500» firm "Link". Tribological tests are carried out on installation M 22-M.

Results of researches. Physic mechanical and tribological properties of composite coatings are defined by the intense-deformed state of a coating and its structure. One of the basic conditions of creation of coatings with the set structure is possibility of introduction of certain quantity filler in a matrix. The nature of filler particles, their chemical compound, quantity and the size, character of interaction with a matrix define the future complex of physic mechanical and tribological properties of a composite coating. Technological parameters of processes of galvanic powder coatings sedimentation are chosen to receive a coating with necessary contents of eutectic alloy powder according to recommendations \[4\] as content of the second phase particles have essential influence on a coating wear resistance.

As CEC filler is used different dispersion eutectic alloy powders developed to work under the raised temperatures. Investigated coatings contain 30-40 vol.% of eutectic alloy powders in a nickel matrix. According to the recommendations of the works \[1, 4, 5\] such content of filler in the composition allow to achieve the optimum of the intense-deformed conditions, physic mechanical and tribological properties of coatings. As the basic influence of solid particles in a coating is matrix strengthening the presence of rigid impurities strengthens, or reinforces, a matrix by restriction of its plastic current. Thus the zone of the raised pressure tangents which are results of interaction between stress fields of the next particles, goes deep into a material below the particles. As a result a loading on the matrix in area between particles is reduced and provides a positive gradient of pressure from a friction surface to core. At the lower filler content and, accordingly, bigger center distances between particles the durability of a composition decreases due to formation of cracks on the weakened borders the particle-particle. Above mentioned shows that a coating with filler 30-40 vol.% should work effectively in the conditions of a friction and wear process.

The structure of CEC nickel-eutectic alloy is shown on fig. 1.

![Structure of CEC nickel-eutectic alloy](image)

Fig. 1. Structure of CEC nickel-eutectic alloy: \(a - \times 100; b - \times 600\)

1.1.17
The coating is a nickel matrix with eutectic powder particles. As eutectic alloy powder particles are electroconductive the received coatings are characterized by insignificant porosity up to 5%. Initial eutectic powders contain fine-dispersed crystals of penetration phases, and the sizes of these crystals depend on a particle diameter because a speed of powder cooling depends on the size of a particle while manufacturing (table 1).

<table>
<thead>
<tr>
<th>Diameter powder grain, micron</th>
<th>Crystal thickness, micron</th>
<th>Speed of crystallization V, K/sec</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>240</td>
<td>2,0</td>
<td>5⋅10^4</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>1,2</td>
<td>8⋅10^4</td>
<td>-</td>
</tr>
<tr>
<td>58</td>
<td>0,3</td>
<td>3⋅10^4</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>-</td>
<td>6⋅10^5</td>
<td>Crystals are not present</td>
</tr>
</tbody>
</table>

Preliminary researches have shown not high enough wear resistance of the given coatings as the given coatings in an initial state have low adhesion to a backing and low cohesion in a coating because of interstices (fig. 1, a) and absence of interaction between a matrix and a filler (fig. 1, b), that causes chipping filler particles under tests. That’s why a heat treatment (HT) of CEC by means of annealing is recommended.

It has been selected two temperature modes of heat treatment: 1 - in a mode without melting at temperatures about 950 °C, that is 0,8T_{melt} for eutectic powders (30 minutes soaking and cooling with the furnace); 2 - in a mode with melting at temperatures about 1250 °C (30 minutes soaking and cooling with the furnace).

After heat treatment (HT) by vacuum annealing at temperatures 950 °C on border a particle - the matrix disappears neat border of phases division (fig. 2), occurs eutectic recrystallization and as a result eutectic crystals of different grains of powder have the identical size (fig. 2, b).

Fig. 2. Structure of CEC nickel-eutectic alloy, × 1000: a – without heat treatment; b - after heat treatment in a mode without melting at temperatures 950° C
Results of investigation of the chemical element coating compound (table 2) by X-ray method have shown that in the result of heat treatment the change of a chemical compound of coating components takes place due to a mutual diffusion between filler particles and a matrix as far as structurally-phase transformations. So, between filler particles and a matrix is formed a transitive zone with high contents of Ti, Cr and Fe in comparison with a chemical compound of a coating part on the border a matrix - filler particle without heat treatment, while essential changes in a filler particle chemical compound is not observed.

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>Element, %</th>
<th>Ti</th>
<th>Cr</th>
<th>Fe</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Matrix</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without heat treatment</td>
<td>0,08</td>
<td>0,03</td>
<td>0,44</td>
<td>99,45</td>
<td></td>
</tr>
<tr>
<td>Heat treatment 950°C</td>
<td>0,09</td>
<td>2,9</td>
<td>8,37</td>
<td>88,64</td>
<td></td>
</tr>
<tr>
<td>Heat treatment 1250°C</td>
<td>0,14</td>
<td>12,1</td>
<td>35,05</td>
<td>52,71</td>
<td></td>
</tr>
<tr>
<td><strong>Transitive zone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without heat treatment</td>
<td>0,10</td>
<td>0,67</td>
<td>1,72</td>
<td>97,51</td>
<td></td>
</tr>
<tr>
<td>Heat treatment 950°C</td>
<td>0,17</td>
<td>8,3</td>
<td>33,68</td>
<td>57,85</td>
<td></td>
</tr>
<tr>
<td>Heat treatment 1250°C</td>
<td>0,19</td>
<td>22,11</td>
<td>47,02</td>
<td>30,68</td>
<td></td>
</tr>
<tr>
<td><strong>Filler particle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without heat treatment</td>
<td>0,24</td>
<td>26,91</td>
<td>63,03</td>
<td>9,82</td>
<td></td>
</tr>
<tr>
<td>Heat treatment 950°C</td>
<td>0,23</td>
<td>28,63</td>
<td>61,71</td>
<td>9,43</td>
<td></td>
</tr>
<tr>
<td>Heat treatment 1250°C</td>
<td>0,21</td>
<td>23,09</td>
<td>51,01</td>
<td>25,69</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Structure of melted CEC nickel-eutectic alloy after heat treatment at 1250°C, × 200

1.1.19
The heat treatment results in a matrix strengthen. Microhardness measurements in different coatings areas before and after heat treatment have shown (table 3), that as a result of heat treatment the transitive zone with microhardness $H_{\mu}=4.5–5.5$ GPa between a matrix and filler is arisen. The filler microhardness after heat treatment decreases, as already at temperature 950 °C there is a recrystallization of eutectic alloy filler (fig. 2, a, b), and at temperature 1250 °C occurs complete melting of the coatings with eutectic formation (fig. 3).

<table>
<thead>
<tr>
<th>CEC microhardness, GPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat treatment mode</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Matrix</td>
</tr>
<tr>
<td>Filler particle</td>
</tr>
</tbody>
</table>

Conclusions

Heat treatment in modes without melting and with melting of composite coatings of system nickel - eutectic alloy essentially changes the structure and element content of coating areas: matrix - transitive zone – particle filler. Necessity of heat treatment is validated by need of increase the mechanical properties of a matrix, increase the adhesion and cohesion. Besides, as the coatings were developed for operation at the raised temperatures the applying of heat treatment at temperatures above than friction units operational temperatures promotes avoidance of uncontrollable structural transformations in a coating at action of operational temperatures.
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GRADIENT COMPOSITE COATINGS FOR WORKING SURFACES OF BRAKING DEVICES

In this paper a study to develop a composite wear-resistant coatings for application to the working surface of linings of brake devices, which is based on a rule of a positive gradient of mechanical properties was carried out. It was created and tested eutectic composites based on alloy steel 12H18N9T based on thermal characteristics of all components.

Introduction and formulation of research problems. Friction materials used in dynamic friction devices, which include brake pads, special support slipping, clutches, variators. These devices are designed to break up (clutch) and stop (brakes, sliding slip resistance) transport machines and drives for process equipment (different friction clutches and regulators) and the transmission and to change the direction of motion.

To achieve high and stable friction coefficient the intermediate layer should have specific heterogeneous structure and properties would provide a large coefficient of internal friction at high temperatures and prevent damage to the friction surface of the material.

However, there are theoretical and experimental study of the effect of temperature and temperature gradients on the friction and wear of friction pairs for various purposes [1-4]. In addition to direct effects of temperature on the wear, friction factor, theoretically and experimentally, it was found that the coefficient of friction increases with increasing temperature gradient and a decrease in overall temperature in friction.

In this regard, there is scientific and applied interest in creating composite friction materials and coatings that would allow strong thermal control. Eutectic composite alloy as the matrix use a 12H18N9T austenitic steel. As the reinforcing phase are the most heat-resistant and wear-resistant carbides and borides were used.

The objects of the study were composites based on alloys steel 12H18N9T, which include borides of titanium and chromium (HTN), borides of titanium and vanadium carbide (VTN). The chemical and phase composition of the alloys are given in Table. 1., Thermal properties in the table. 2 [5].

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Chemical composition, %</th>
<th>Phase composition</th>
<th>Hardness, HB</th>
<th>Melting point, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>BTH</td>
<td>Cr 15,7 Ni 4,7 Ti 3,5 V 8,0 B 1,7 C 1,0 Fe 62,9</td>
<td>12X18H9 TiB2+VC</td>
<td>470</td>
<td>1460</td>
</tr>
<tr>
<td>XT H</td>
<td>Cr 20,6 Ni 8,5 Ti 2,5 V 8,5</td>
<td>65,8</td>
<td>370</td>
<td>1490</td>
</tr>
</tbody>
</table>

Table 1.
Structure and properties of plasma coatings. For coating powders of eutectic alloy of two systems: VTN and HTN [6] were used. In sputtered eutectic coatings ‘white’ areas were observed, white layers, partially melted or unmelted powder and a small amount of pores (Fig. 1).

Table 2

<table>
<thead>
<tr>
<th>Material</th>
<th>Thermal Conductivity λ, W (m. deg)</th>
<th>Heat capacity С, kJ (kg deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12X18H9T</td>
<td>15,9</td>
<td>0,505</td>
</tr>
<tr>
<td>VC</td>
<td>25</td>
<td>0,531</td>
</tr>
<tr>
<td>TiB₂</td>
<td>21</td>
<td>0,636</td>
</tr>
<tr>
<td>CvB₂</td>
<td>22</td>
<td>0,695</td>
</tr>
</tbody>
</table>

Experimental procedure. Tests on the friction and wear were performed on a friction machine M22-M, which allows in the process the experiment to automatically record basic characteristics of friction and wear (linear wear of friction pair) without notables model of it. As counter body the rollers of diameter 40mm, made of cast iron MF-15-32 were used. At a distance of 0.5 mm from the surface of friction of the sample introduced chromyl - koppel thermocouple, which allows to control temperature change in the friction zone and to fox the stabilization of friction and wear. Test specimens with coatings was carried out in terms of friction without lubrication by the scheme ‘shaft-plane’ and the load was P = 20; 40; 60; 150 N, sliding speed V = 0,1-2m / s. Friction distance L = 1km.

The chemical composition and structure of the components of the surface layer formed as a result of tribological interactions were determined by X-ray analysis.

Results and discussion. The cross-section micrographs of tested friction samples shows that the friction surface coating VTN have areas with eutectic structure (Fig. 2a). They determine the amount of wear and wear rate dependence on the specific load. Lots of white layers placed between the eutectic areas, due to the low ductility and lack of cohesion spall out from the surface.

Battered solid white layer, getting in the zone of friction, act as an abrasive (Fig. 2b) with this enhancing wear. Brittle fracture at the surface friction explicit plasma coating HTN. Specific loads of 8 MPa bursting of the coating are typical phenomena. Tribological properties of plasma sputtered UC depend on load and...

Fig. 1. Microstructure of plasma coating VTN; x 500

Fig. 2. Microstructures plasma coating (a), x200 and the friction surface (b), x500 of eutectic powder VTN
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temperature determined by the degree of non-equilibrium condition, porosity and adhesive-cohesive strength. Normal plasma friction coating operation is observed in a narrow range of loads and temperatures. If the load $P > 5$ MPa, there is an intensification of wear due to brittle fracture, accompanied by chipping of elements that have abrasive properties. By elevated temperatures ($T > 600$ °C) low durability is predetermined by decrease in hardness of the coating due to the collapse of supersaturated solid solutions and coating wears through withdrawal from the zone of friction due to loose of porous oxide films, that rapidly form on the surface of friction.

In the diffractograms of the friction surface of HTN coating reflexes of oxides Fe$_3$O$_4$, Fe$_2$O$_3$, Cr$_2$O$_3$, TiO$_2$, B$_2$O$_3$ were detected. In the coating of HTN compared with VTN coating formed larger number of oxides B$_2$O$_3$ and Cr$_2$O$_3$. Perhaps this factor, and high heat resistance is explained by the higher wear resistance of coating HTN at elevated temperatures than at lower ones. Thus, plasma coating can not realize their potential high tribotechnical properties. There is only a limited range of external factors in which coating workable, fair running in and form secondary structures.

**Structure, mechanical properties and tribotechnical gradient of plasma coatings obtained by laser melting.** Laser treatment due to its specificity (rapid heating and subsequent accelerated cooling) gives fine - dispersed structures supersaturated solid solutions and, therefore, high wear resistance of coating. Because of practical interest it is the consideration of the structural features and properties of plasma coating after processing them using laser melting.

In this mode of exposure was chosen such that the depth of penetration equal to the thickness of the applied coating or exceed it. Fig. 3 presents the microstructure of plasma coating on steel 40X, melted by the laser beam. Coating has a columnar structure - dendritic structure. Compared with the initial microstructure it can be noted that the metal as a result of the concentrated radiation energy was in the liquid state. Under the influence of a large temperature gradient and the resulting high speed crystallization, the growth of dendrites principal axes held parallel to the heat sink. Note that near the surface area heat sink is less pronounced, and is parallel to the displacement of the laser beam on the surface. Thus, the orientation of dendrites in the melting zone is determined by the direction of heat. Melting of the coating are almost bezporystymy (porosity of 0.5 - 1.0%), adhesion strength is increased to 400 - 450 MPa.

The process of formation of gradient coatings obtained a patent [7]. The micrograph if the coating is shown in fig. 4. Tribological tests found increasing resistance of melted surfaces to wear compared to the
original without processing more than in 2 times. Thus, if the reduced wear of sprayed coating VTN at 293 K is 51.1 mg/cm²·km, and of melted - 27.9 mg/cm²·km.

The task was to provide a method of drawing plasma coating with high wear resistance and working in by forming its gradient structure: a thin surface layer of dispersed structure with low shear resistance and depth of the columnar structure oriented normal to the friction surface.

To draw such a coating an alloy VTN of the system 12H18N9T - TiB2 – VC was chosen, because it is more durable than the alloy HTN. Previously the optimal structure of hardening phases (TiB2, VC) on the wear resistance coatings, based on their thermal properties was investigated.

It should be noted that the decrease in wear and friction coefficient in the temperature range 300 - 500 °C with increasing content of vanadium carbide probably due to its ability to oxidation. Unlike the diboride of titanium, vanadium carbide under these temperature begins to oxidize. The resulting oxide film containing FeO, TiO2, V2O3, B2O3 serves as a solid lubricant and protect the surface from wear.

Therefore, for further research, given optimal tribotechnical properties of the coating (I, f, Θ), we selected an alloy with eutectic composition with 10 vol.% TiB2 and 15 vol.% VC.

Research has established that such properties as wear, the maximum surface temperature and the coefficient of friction depends on the ratio of the content of TiB2 inclusions and VC (Fig. 5). This is probably not only due to their different physico-mechanical properties, but also thermophysical.

In Fig. 6 the microstructure of their friction surfaces are given. By sliding speed of 0.2 - 0.8 m / s (surface temperature 300 °C) the formed secondary structure has smooth surface (Fig. 6 a). With increasing sliding speed to 1.2 m / s (temperature 400 °C) and up to 1.6 m / s (temperature 550 °C) processes of friction and wear are determined by the formation of oxide films (as in Fig. 6 b and 6 c.). In the sliding speed range 1.8-2 m / s (temperature 800 - 850 °C) occurs contact friction. Wear scars on the samples - are flows and solidified eutectic crystals (Fig. 6, d). Thus there is a sharp decrease in the coefficient of friction to values characteristic to boundary friction (0.05 - 0.10).
Conclusions

1. It was proved and experimentally confirmed the composition of the eutectic composite alloy gradient coating based on thermo physical properties of the binder and fillers (thermal conductivity, heat capacity): steel binder 12H18N9T - 75%; fillers TiB2 - 10%, Vc - 15%.

2. We improved the durability of doubly fused plasma coating due to its gradient structure, where the surface layer of elastic - plastic fine-grained structure contributes to running in of secondary structures and self-organization, and is located below the layer with columnar structure efficiently damps external normal and shear loading. This increases the contact strength of the coating and reduces the friction and temperature gradient.

3. Designed coating for braking devices can be attributed to friction materials for medium friction conditions (short-term temperature up to 400 °C, long - up to 250 °C, pressures up to 1.5 MPa).
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Fig. 6. Microstructure surface friction gradient coating, P = 2 MPa, a - V - 0.4 m / s, t - 250 °C; b - V -1.2 m / s, t - 400 °C; c - V-1.6 m/s, t - 560 °C; d - V - 2m / s, t - 850 °C.
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WEAR RESISTANT PROTECTIVE MATERIALS FOR ROTOR BLADES OF AIRCRAFT GAS TURBINE ENGINES

The analysis of alloying materials that are promising for special wear-resistant materials for reinforce edge banding shelves of turbine engine rotor blades was carried out. Evaluation was carried out on indicators of performance properties of the alloys of the same application.

The service life of aircraft gas turbine engine (GTE) is determined by the reliability and durability of its most critical components of the hot part, such as turbine and nozzle vanes contacting surfaces, which are worn when working in hostile environments at high temperatures and variable loads. In modern aircraft gas turbine engine to the turbine rotor blades are widely used with bandage shelves (Fig. 1), with their ends special contact pads for greater stiffness of all blades after assembling the turbine wheels. This connection of blades improves their vibration strength and prevents fatigue fracture, but has a drawback - wear of contacting surfaces. An effective way to increase the operating time of rotor blades is applying bandage on their shelves more wear-resistant material than the material of the blades.

Fig 1 - Turbine blade wear-resistant pad

Heat resistant alloys of metals in modern engineering are created using refractory phases of implementation - carbides, borides, nitriles and oxides. Eutectic alloys of metals (Co, Ni, Fe) monocarbides of refractory metals (NbC, TiC), which are formed from the melt during crystallization, are natural composites with high performance durability.

Powder and cast alloys based on cobalt and nickel alloys are already used in industrial manufacturing of various parts for gas turbines [1]. The main ways to strengthen them – solution strengthening, carbides, particles of $\gamma'$-phase (for Co-Ni alloy), mainly aimed at increasing strength at elevated temperatures. Best of all they are represented in the encyclopaedia on metallurgy and materials [2], which also considers the possibility of raising the resistance of material to oxidation and hot corrosion at temperatures up to 900°C.
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In Russia (JSC "Perm motors") it was established a new durable material to enhance the contact surfaces of the blades of GTE by modifying the chemical composition of serial high-temperature nickel alloys ЖС30-ВИ and ЖС-32ВИ [3,4], which are made in the form of specialized plates and are used as welding material at argon-arc welding. The advantage of these alloys is the high initial hardness, although data on the hot hardness are not available.

To strengthen shelves used as bandage material В3К in cobalt-based and ВЖЛ-2 based on nickel intermetallic strengthening compounds, developed by VIAM, with operating temperature which does not exceed 900°C. Heat resistance of stellite В3К significantly reduces starting from 850°C, and application to turbine blades new alloys that require soldering operations at \( \approx 1270 ^\circ C \) preclude the use of alloy ВЖЛ-2 with a melting point of 1220 °C [5].

At the Institute of Metal Physics of the NAS of Ukraine on the initiative and in collaboration with the State Enterprise "Zaporozhye Machine-Building Design Bureau" Progress "(SE" ZMKB "PROGRESS") there were carried out researches in order to create a new alloy to protect against wear the bandage shelves of rotor blades of aircraft gas turbine engines. The basic requirements to develop new alloys have been expanding the range of working temperatures up to 1000 °C, stable durability with increased loading on the shelf (\( \geq 20 \text{ MPa} \)), the melting point of not lower than 1300 °C, the thermal stability of the structure and phase composition. Alloys must be technological - have good casting properties, satisfactorily treated, be sufficiently heat resistant, have high strength of soldered joints of plates with edge banding shelf blades and thermal expansion close to the blade alloys.

As the basis of eutectic alloys developed in we selected cobalt, which has significant advantages over nickel - higher melting point, which allows the use the alloys at temperatures higher than nickel-based ones, the best thermal fatigue resistance, lower thermal expansion, better weldability and others. Volume fraction of reinforcement carbide (Ti, Nb)C reaches 16-18%. Doping tungsten and molybdenum for solution strengthening and chromium and aluminum – for increased heat resistance. Based on the results of tests for durability in operation at 20, 500, 800 and 1000°C and specific loads that match the pressure in the structures of blades of different capacity engines, alloy brand XTH-37 at a pressure of 19.6 MPa for wear resistance is 15 times higher than that of alloy ВЖЛ-2 and 8-10 times ЖС6У alloy blade that runs on low-power engines without soldering and at a pressure of 49.0 MPa than alloy ВЖЛ 2 to 4 times.

Chemical activity of titanium in the alloy XTH-37 and its interaction with the ceramic forms for melting pledged to reduce its content in the alloy to a complete replacement for niobium, as a result an alloy XTH-61 was created. It is based on cobalt eutectic system - niobium carbide. Poster and full-scale tests on the engine of alloy grade XTH-61 found it a great advantage to the alloy ВЖЛ-2, which at the time allowed to increase the service life of gas turbine engine from 1000 hours (without protection shelves) to 2000 hours (soldering alloy plates with ВЖЛ-2). Durability of alloy XTH-61 is 5-10 times higher than that of alloy ВЖЛ-2, and the melting point of nearly 100 degrees higher (1320°C of XTH-61 alloy to 1220 of ВЖЛ-2). Alloy XTH-61 also has the advantage of corrosion resistance in injection molding qualities, the ability to grinding and brazing high-temperature solder. Serial
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fusion of brand XTH-61 is used on engines produced at JSC "Motor Sich" and SE "ZMKB" Progress [6]. In the fusion received a patent of Ukraine [7] and developed Technical conditions 88.061.001-92 "cast rods of alloys XTH and XTH-37-61 ", which were approved by the State Committee of Ukraine for Standardization, Metrology and Certification. Subsequently, the specifications have been replaced by TU 88.061.007-98 improvements to the alloy. Alloy XTH-61 is also used for the repair of rotor blades in the engines that have exhausted service life, and to eliminate defects by deposition on other engine parts [8]. The use of this alloy has made it possible to increase the life of aircraft engines from 2000 to 9000 hours. More than 15 years of the alloy is used in engines that are installed on the aircraft AN-124 "Ruslan", AN-225 "Mriya", AN-70, AN-148.

In connection with the further development of aviation equipment it was necessitated increasing the operating temperature of the blades, and, consequently, increased heat resistance characteristics of protective alloys. As a result of the research it was designed a durable cobalt based alloy of high heat resistance marked XTH-62 [9]. The basis is the eutectic alloy Co-NbC (NbC ≤ 17.5 wt.%) and doping complex was narrowed to chromium, tungsten, aluminum and iron. The advantage of XTH-62 alloy is 10-20 times higher heat resistance (Table 1), while retaining all the positive characteristics of the alloy XTH-61.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Wear intensity $I, x 10^6$ mm$^3$/cycle at $T, ^\circ$C</th>
<th>Melting temperature, $^\circ$C</th>
<th>Heat-resistance $\Delta m, g/m^2$ ear at $T, ^\circ$C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500</td>
<td>850</td>
<td>1000</td>
</tr>
<tr>
<td>ВЖЛ-2</td>
<td>1.35</td>
<td>0.95</td>
<td>4.5</td>
</tr>
<tr>
<td>XTH-37</td>
<td>0.54</td>
<td>0.33</td>
<td>1.19</td>
</tr>
<tr>
<td>XTH-61</td>
<td>0.28</td>
<td>0.25</td>
<td>0.4</td>
</tr>
<tr>
<td>XTH-62</td>
<td>–</td>
<td>–</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Good performance of wear resistance showed XTH-53 nickel-based alloy [10], also several times the wear resistant of alloy ВЖЛ-2. High performance alloys XTH-37, XTH-61 and XTH-62 is due to their eutectic structure. High wear resistance is achieved by increased volume fraction of carbide phase in alloys and heat resistance by a complex of alloying elements, forming substitution solid solution with cobalt (Cr, Fe, Al, Mo, W).

Cast eutectic composites such as XTH contain no more than 19% vol. carbide phase. Niobium carbides - the main strengtheners in the developed eutectic alloy, have low heat resistance, resulting in oxidation of carbides and erosion chipping. To further strengthen the alloy must increase it number of carbide phase and niobium carbide replaced by any more resistant.

Given the fact that titanium carbide is 2-3 times higher than chromium carbides in hardness and 1.5 - 2 times the melting point [11], it was decided to use titanium carbide powder to strengthen alloys.
Increase the carbide phase by melting when carbide forming element and carbon are introduced separately cannot be used due to a significant increase in the liquidus temperature and the inability to complete melting of the alloy and the formation of undesirable too large carbide crystals. Number of crystals of dispersed carbide phase may be increased by powder metallurgy methods - carbide sintering or hot pressing. In this case, there is an opportunity to achieve the required dispersion strengthening, without changing the temperature of the beginning of melting of the alloy.

The development of new wear-resistant powder alloy is made from the Co-TiC composition, despite the fact that the eutectic temperature of the corresponding binary system is 1380°C. Based on the results of tests conducted by the Kyiv National Aviation University, the performance of the investigated alloys - linear wear in the temperature range from 20 to 1050°C higher than for alloy XTH–62 in 4 - 10 times (Fig. 2).

![Fig 2 - Linear wear of alloys in high temperature fretting conditions: (Light - cast alloy type XTH, dark-sintered cobalt based alloy)](image)

Optimal structure and properties, which prevent damage to the development of surface friction and highest wear resistance characteristic of alloys based on cobalt alloyed with titanium carbide in its content at 50% vol. [12].

A promising direction of finding of wear-resistant, high-temperature powder alloy can be dispersion strengthening of alloy by particles of another phase - carbides, borides, nitrides, oxides. The creation of such composites require studying the properties of their components and mechanisms of adhesion, interaction of components. Chemical interaction of metallic solid basis should be minimized to preserve both the hardening of crystals and their strength characteristics, especially at high temperatures. Required strong coupling of material with the base alloy can be achieved by applying modern methods.

There is an interest to powder alloy doped by oxides dispersed and strengthened by mechanical alloying without melting. Introduction to powder alloys of small (20-40 nm) particles of chemically inert oxide (usually Y₂O₃ - Al₂O₃) creates conditions for further strengthening of variance consolidated alloy presence of dispersed oxides ensures high durability of these materials at temperatures up to 1100°C due to the mechanism of jamming dislocations (strengthening by Orowan) [13]. Oxide content – is about 1% to the volume of the alloy.
New powder materials, which are created for the needs of the aviation engine, has great potential, expanding its scope. However, with the development of materials such as ceramics and ceramic composites, great importance is the factor of economic efficiency.

Conclusions

1. The main characteristics of the eutectic composite materials such as XTH on cobalt and nickel based, developed at the Kurdyumov Institute of Metal Physics, VG NAS Ukraine that protect against wear high-end bandage shelves rotor blades of gas turbine engines were presented. An analysis of domestic and Russian developments in the field of materials science of special wear-resistant materials to enhance the contact surfaces of aircraft turbine engine blades was carried out.

2. The highest durability of pressed powder-based alloys doped with cobalt and titanium carbide can be predictive of high tribological properties under operating conditions.
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WEAR RESISTANCE OF VACUUM-ARC AND ELECTROPLATED COATINGS IN THE CONDITION OF FRETTIN-CORROSION

Compared experiments on the wear resistance of vacuum-arc and electroplated coatings of chromium and molybdenum were carried out. The experiments were conducted in the medium of hydraulic liquid AMT-10. It was determined that the most wear resistant coating is vacuum-arc coating of chromium.

Introduction

Vacuum arc coating is a physical method of coating (thin film) in a vacuum, by condensation on the substrate (product detail) material of plasma flows that are generated at the cathode target in the cathode spot of high-current vacuum arc of low-voltage discharge that is exclusively developing in material parts of the electrode.

The method is used for the application of metal, ceramic and composite films for various products.

Vacuum arc evaporation process begins with ignition of vacuum arc (characterized by high current and low voltage) that forms on the cathode surface (target) one or more point (ranging in size from several microns to tens of microns) emission zones (so-called "cathode spots") in which all power of discharge is concentrated. Local temperature of the cathode spot is extremely high (about 15,000°C), which causes intense evaporation and ionization of cathode material and appearance of high-speed (up to 10 km / s) plasma flows propagating from the cathode spots in the surrounding area. Separate cathode spot exists only for a very short time (microseconds), leaving on the cathode surface the characteristic microcraters, then it happens self-extinction and self-initiation of a new cathode spot in the new field at the cathode, close to the previous crater. Visually, this is perceived as a moving arc over the surface of the cathode.

In the vacuum arc cathode spots it is focused extremely high density power, resulting in a high level of ionization (30-100 %) which results in generated plasma flows, consisting of multiply charged ions, neutral particles, clusters (particulate drops). When during the evaporation process the vacuum chamber is introduced with reactive gas by reaction with the plasma stream it can be its dissociation, ionization and excitation, followed by passage of the plasma-chemical reactions with the formation of new chemical compounds and their deposition in the form of a film (coating).

The purpose is to determine the ability to resist the wear of chromium and molybdenum vacuum arc coatings with the aim to replace electroplating in engineering and aviation industries.

Methodology of performing tests. Tests on fretting corrosion were carried out on the installation which simulates vibration МФК-1 according to the contact scheme plane-plane. The essence of the method is that the movable cylindrical
sample (contra-sample) in contact with the fixed end of a cylindrical sample at a given pressure, driven by reciprocating rotary motion with specified amplitude and frequency.

Studies were performed at a load of 20 and 30 MPa. The oscillation amplitude was 130 microns. The oscillation frequency remained constant at 30 Hz. Tests base corresponded to 500 thousand cycles. Temperature of the samples at the beginning of the experiment was equal to 293K. Research in the studying of changes in linear wear and wear rate of the coatings were carried out in air at dry friction and also in the hydraulic fluid AMГ-10.

The sample is a cylindrical roller with a diameter of 20 mm, made of titanium alloy BT-22 with the coating of chromium and molybdenum. Contra samples for tests were made of steel 95X18.

Wear was measured by the fixed linear pattern, using a vertical type optimeter ИКВ for a predetermined number of cycles, the value of which is determined by the wear resistance of the material tested. Number of experiments was three for each experiment.

**Results of experiment**

The test results of vacuum-arc and electrolytic coatings fretting resistance are shown in Table 1.

<table>
<thead>
<tr>
<th>Coatings</th>
<th>P, MPa</th>
<th>BT-22</th>
<th>Cr solid</th>
<th>Cr soft</th>
<th>Mo</th>
<th>Cr gal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20</td>
<td>15,10</td>
<td>0,1</td>
<td>2,5</td>
<td>4,8</td>
<td>0,3</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>22,9</td>
<td>1,4</td>
<td>6,7</td>
<td>6,5</td>
<td>4,1</td>
</tr>
</tbody>
</table>

Durability histograms of vacuum-arc and galvanic coatings in the condition of AMГ-10 is represented in Fig. 1.

Analyzing histograms we can say that durability of all tested materials on pure titanium alloy BT-22 in AMГ-10 conditions differs.

Durability data of vacuum-arc and galvanic coatings are proportional to durability of titanium alloy BT-22 during testing in AMГ-10 conditions. It can be possible to make the conclusion that for coating durability determination the researches are ought to be done in AMГ-10 conditions.

It is necessary to mention that durability of all tested materials in the condition of AMГ-10 is high. But such coatings as soft chromium and galvanic chromium during the testing with lubricant AMГ-10 at loads of 30 MPa showed great durability than in comparison with loads of 20 MPa. That is because of fretting-corrosion testing in soft chromium we can observe the layer oxidation and also oxidation of the sample 95X18 with appearance of fine-dispersed oxides from black to red colors (Fe2O3) that appeared like roller bearings for the friction pair.

All in all it is necessary to say that during testing the greatest value of durability showed such materials as solid vacuum-arc chromium and galvanic coatings of chromium. Vacuum-arc soft chromium and molybdenum showed the worst results in AMГ-10. Also we can mention that durability of galvanic chromium...
during testing in AMГ-10 condition at loads of 30 MPa is worse in comparison with loads of 20 MPa. Its durability increased in 12 times. It can be connected with the fact that the lubricant condition does not undergo the sample pressure and the grip appearance. As a result of which it can be seen the dug on the chromium surface of the sample.

The most acceptable from all coatings are the vacuum-arc chromium and solid chromium. Its durability is commensurate with galvanic chromium durability and in some cases it is even greater. So, during testing of vacuum-arc solid chromium in the condition of AMГ-10 at loads of 20 MPa practically had not got the wear.

Titanium alloy BT-22 during testing in the conditions of AMГ-10 showed the classical durability results. Usage of the AMГ-10 condition decreases the durability of titanium alloy in 3 times. It is connected with the fact that titanium alloy BT-22 is very inclined to grip. In the process of testing the condition of AMГ-10 didn’t not allow the surface to oxide. Thereby there is the lubrication of titanium alloy specimen surface and the friction titanium to titanium appeared. So, the effect of selective transfer appeared.

Analyzing the durability of material BT-22 and coatings in fretting condition in surrounding of the hydraulic liquid AMГ-10, we can say that galvanic chromium coating with a thickness of 12-24 microns has shown the most wear resistant characteristics as in the tests at 20 MPa and 30 MPa. Friction tracks of this coating remained practically smooth along all the control sample contact. Only just at loads of 30 MPa tears of electroplated chromium coating appeared in some places of the contact as a result of seizure with counter-specimen 95X18.

When wear of galvanized chromium coating on titanium alloy BT-22 takes place, and then intensity of wear sharply increases due to increased influence of titanium alloy to seizure with control sample.
Conclusions. 1. Wear resistance of vacuum-arc coating and electroplated coatings on the titanium alloy BT-22 is high enough with the clause on the fretting-corrosion in the hydraulic liquid AMГ-10. The same effect can be observed both with the loading of 20 MPa and 30 MPa. More soft and viscose base of the titanium alloy BT-22 is able to absorb (damp) more micro impacts, which distribute under the friction.

The surfaces of the testing experience impulsive (vibrating) loadings, due to which on the surface layers the calmed down waves of deformation are spread. Mechanical energy, which is submitted by the external friction, is transferred to the material of the coating with a help of mentioned above waves, and is explained by the inelastic phenomena and characterized ability of BT-22 alloy irreversibly dissipate the energy of mechanical fluctuations and transform it on the heat.

2. The most wear resisted coating among tested is electroplated coating of chromium. In some cases wear resistance of solid vacuum-arc coating of chromium (under loading of 20 MPa) is even more than electroplated, but low strength of adhesion of the solid chromium leads to the sharp destruction of the surface with the increasing of loading.

3. The vacuum-arc coatings of the soft chromium and molybdenum showed practically the same bad wear resistance results in the condition of fretting-corrosion. It is recommended to decrease the usage of these types of coating for the details that work in the hydraulic liquid AMГ-10, in the condition of fretting-corrosion and friction-sliding.
FORMATION OF WEAR RESISTANT SURFACE LAYERS QUALITY BY ELECTRIC-STRENGTHENING OF SPRAYED COATINGS

The quality criteria of wear-resistant coatings are considered. The algorithm of consistent actions to obtain high quality coatings made by the complex technological method ECSSC (electrocontact strengthening of sprayed coatings) is proposed. Ishikawa diagram is plotted which allows to identify the causes of the quality criteria impairment of wear-resistant coatings obtained by the combined technology.

Introduction. The quality of the product can be considered as a major motivation for its purchase under competitive conditions as well as one of the factors of its competitiveness. Market requires competitive technologies that would provide appreciable effect provided their own low cost and complexity. Development of new manufacturing methods to improve wear resistance and durability of machine parts is a priority of modern mechanical engineering. Among resource-saving technologies coatings play a very important role, because in many cases it is not necessary to harden the whole machine part and is enough to make a coating layer with required properties. Coatings made by electrocontact strengthening of sprayed coatings method (ECSSC) allow to increase wear resistance, heat resistance, corrosion resistance, fatigue strength, etc., due to changing the material condition on the surface. However, the problem of quality assessing is not sufficiently studied, because currently there is no complex quality assessing of the coatings obtained by the combined technology and the quality of coatings is determined by single properties.

Problem statement. The objective of this paper is to obtain quality coatings made by combined technology.

Discussion of results. Making coatings that ensure serviceability of machines and equipment under critical conditions of operation provides prerequisites for significant advance in the development of many branches of national economy. Among various coating technologies nowadays the gas-thermal spraying methods have found the widest application.

It is known that among various gas-thermal spraying methods the electric arc metallization (EAM) one is the cheapest and simple method of making coatings requiring no expensive equipment. In addition, EAM method is characterized by high productivity, insignificant thermal influence on a machine part, technological flexibility of using parts of various sizes.

Using traditional methods of implementing schemes of gas-thermal spraying allows to form a coating that meets the needs of many repair industries [1]. However, the quality parameters of these coatings are not always adequate to the increased requirements of the operating characteristics of machine parts engaged in intensive manufacturing processes.

Under these conditions possible ways of improving the quality of coatings made by electric arc metallization and expansion of its rational use are search for
new methods that allow us to make a qualitative breakthrough in the properties of wear-resistant coatings.

High wear resistance, hardness (microhardness) and other properties of coatings can be provided by the methods such as thermo- or thermomechanical strengthening. Using a combination of spraying technologies followed by thermomechanical strengthening opens great opportunities to create high quality protective coatings [2].

Realization of electrocontact strengthening after electric arc metallization allows to get a hardened layer composite structure of relatively large thickness on the surfaces of the "shaft"- type parts.

The combined technology results in an increase in physical and mechanical properties, operating characteristics of restored surfaces and simultaneous reduction of modes parameters both of spraying and electrocontact strengthening. This increases the adhesion of the coating to 200 MPa, the porosity is reduced to 5...3%, operating characteristics, wear resistance, durability and reliability of machine parts are improved. Large thickness of the hardened layer up to 3 mm allows to use the method of maintenance size during further repairs of these parts [3].

The strengthening process of sprayed coatings is provided by the combined action of temperature that does not exceed 0.8 ... 0.9 melting temperature, pressure and high heating rates. The main advantage of electrocontact strengthening process is the maximum reproducibility of mechanical properties of coatings.

Depending on the purpose, operation conditions, reliability and durability of using machine parts quality requirements are determined. It is necessary to have understanding of basic properties of the wear-resistant coatings, such as mechanical, physical, safety, fatigue characteristics, etc.

The criteria of wear-resistant coatings quality are low porosity of the coating, high hardness (microhardness), adhesion and cohesion strength of coating, as well as the elastic modulus and Poisson's ratio.

The quality control of coating envisages control in preparation of surfaces before coating as well as during application and after coating obtaining.

To provide coatings quality made by the combined technology the algorithm of consistent actions has been developed and proposed (Fig. 1).

The statistical method is one of the most effective components of the integrated system of products quality control. Statistical methods for products quality control are now becoming increasingly popular and are commonly accepted in the industry.

These methods of quality management are based on a systematic approach that consists in consideration of all events, phenomena and processes interconnection in their interrelationship, setting priority, work on causes rather than effects, regularity, getting any case to its logical conclusion.

The solution of the problem of quality assessment should begin with finding the key cause, i.e. identifying the main causes of defects and their appearance. It is therefore proposed to build up cause-effect diagram that allows to identify the most significant factors affecting the coating quality.
If during the manufacturing process of coating application the quality of the modified surface layer proved to be unsatisfactory, then at some point there had happened deviation from the given conditions. For creation of quality wear-resistant coatings it is necessary to make the most important quality parameter comply with various cause factors.

In plotting Ishikawa diagram the most important external factors from technical perspective have been chosen (Fig. 2).

On the basis of developed Ishikawa diagram we can analyze and identify the causes that lead to the deterioration in the quality particularly of physical, mechanical and operational properties of the coating obtained by the complex method of technology ECSSC. Of all the possible causes we need to identify the most significant one and decide what action should be taken to prevent it in the future.

The restoration process of worn machine parts is a complex multifaceted problem whose initial solution requires consideration of a great number of different data, interrelationships, interaction laws which requires the use of modern information technology, one element of which is statistical processing of information. This will significantly improve the quality of the coating along with economic efficiency.

Conclusion.

The proposed algorithm of a sequence of control measures allows to provide the necessary quality of coatings made by the complex method of technology ECSSC. The use of the developed Ishikawa diagram makes it possible to determine the most important causes that lead to the deterioration of values of quality criteria of wear-resistant coatings and to timely propose measures for their elimination.
Fig. 2 Ishikawa diagram
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BIOGEOCHEMICAL ASPECTS OF TRIBOLOGY

A study of tribotechnical properties of materials covered by the layer of bio-induced material was studied. The new direction of tribological material science is proposed – tribobiomineralization.

The capacity of knots of friction of modern technique is provided by development of new wearproof materials and coverages, which own high antifriction properties, and also modification of workings surfaces of details of tribosystem.

We will mark, that in modern tribology, as in the area of knowledge and its use, it is possible to select six major perspective scientific directions which develop intensively, like as: 1) tribo analysis; 2) tribomonitoring; 3) tribotechnology; 4) (tribological material science); 5) tribotechnology; 6) triboinformatics [1]. Inspite of a large value of each of these directions, for technologists the most scientific and practical interest is presented by directions of tribotechnology and trybological material science. Scientists, which work in these directions engaged in the study of tribotechnical materials and management of them physical-technological by properties, and also development of new technological methods of the superficial strengthening and overcoating, on the workings surfaces of details of triboknots and toolpieces. Perspective direction of increase of tribological properties of contacting surfaces of tribosystems is their biominalization.

General term biominalization belongs to biologically induced mineralization at which an organism is modified by the local microenvironment, forming terms for the chemical besieging of mineral phase out of cages. Most it appears the result of oxidization or proceeding in the components of nourishing environment which is carried out some types of microbes formative biomineralizative product [2]. Creation of biofilms on the workings surfaces, which contain sulfides, nitrids, phosphides, selenides and other allows to promote antifriction properties of friction knot. Because of it to lubricating materials add additives which contain the indicated compounds. However such methods of modification of lubricating materials not always have a positive effect. Up-to-date development of biotechnologies perspective is the use of biofilms, different materials formed on surfaces. Biofilms – high-well-organized, and at organization biological structures which optimize the vital functions. Biofilms, which are formed the bacteria of cycle of sulphur, nitrogen and iron, on the surfaces of construction materials, capable to modify their workings surfaces due to biological minerals, such as element sulphur, sulfides, phosphides and other.

The analysis of literary sources rotined that the offered technology of tribomineralization of the surfaces of elements of tribosystem appeared the newest and the analogues of which do not exist for today.
Essence of this technology consists in that, that biofilms which are formed on-the-spot construction materials appear the place of co-operation of bacteria with metals and their alloys that by the place of flowing of biological processes.

One of displays of activity of biofilms on-the-spot metals is microbial corrosion [3]. It is accompanied by the processes of biominalization, that by formation of products of corrosion, which depending on ecological terms can be oxides or picked up thread connections, for example, by sulfides.

Research in industry of biominalization, being on the nature widely interdisciplinary, instrumental in rapprochement of many heterogeneous areas, for example such, Colloid and biochemistry, physical chemistry of surface, biophysics, tribology, clusters and aerosols, powder nanotechnology, computers.

Connections of microorganisms, which are able to register, metabolize and form associative colonies with other organisms it is accepted to name "biofilms". Using the modern methods of researches, scientists came to the conclusion, that biofilms show by itself a complex well-organized union which forms the so called micro-colonies. Colonies in the mid permeated by canals and channels designed to circulate nutrients, metabolites, gases, signaling molecules, etc. [6].

Biofilms are complex microbial compounds whose cells as microcolonies growing in ekzo polymeric matrix associated with the surface.

In the thickness of matrix the products of co-operation of bacteria accumulate with metals as biominers of such as selenides, molybdenites, sulfides, element sulphur but other So, for example, the last biominers appear in the process of microbial transformation of sulphur of sulfat-recovery (SR) and carbothionic (CT) bacteria. Characteristically, that sulfides can appear both crystalline and amorphous, that it is very important for the decision of tribological problems.

A necessary condition for tribological studies is the selection of crops sulphate bacteria (SRB), which are characterized by minimal aggressiveness. In Table. 1 shows the characteristics of CSR, which indicate the possibility of their use in trybosystems.

<table>
<thead>
<tr>
<th>Object of research</th>
<th>The production of hydrogen sulfide, mg/l</th>
<th>Corrosion rate, h/m2/hod</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desulfovirio desulfaricans Kyiv-45</td>
<td>325 ± 5,1</td>
<td>9.0710^-2</td>
</tr>
<tr>
<td>Desulfovirio indonensis Indonesia</td>
<td>-</td>
<td>2.9710^-1</td>
</tr>
<tr>
<td>Desulfovirio desulfaricans Alaska</td>
<td>-</td>
<td>2.7710^-1</td>
</tr>
<tr>
<td>Desulfovirio sp.10</td>
<td>291 ± 4,4</td>
<td>2.5710^-1</td>
</tr>
</tbody>
</table>

By researches conducted in Institute of geochemistry of earth and environment of NAN of Ukraine and in Institute of microbiology and virology of NAN of Ukraine at the study of microbial corrosion of steel in the process of development of biofilm of SVB found out formation of thin tape of pirotyn (FES), which densely adjoins to the surface of steel and can be examined as a reliable factor of its modification.

Will mark that pirotyn can carry out a double role, namely: protector or corrosive aggressor. Thin, densely adjoining, freely located tape appears in first case. In the second is thick uneven, freely located, tape which becomes an anode
The thermodynamic parameters of chemical reactions in the formation of biofilms varies widely and depends on the physico-chemical properties of materials on the surface of which biofilms are inflicted.

The analysis of the getting results testifies that in the structure of biofilm at certain terms is possible to get molybdenite which is used in the knots of friction in quality of hard butter. Researches [7,8] are conducted by us rotined that biogenic forming of nanoparticles (MoS₂) and other matters (connections of sulphur, chlorine, phosphorus) executing ability the function of hard butter, to form the second structures, hinder development of processes of fight and provide high antifriction properties of tribological joints.

In addition, biofilms can improve Tribotechnical characteristics of protective coatings that are used to enhance the durability of parts and components of friction.

**Conclusion.** Tribiomineralization – is a promising direction of increasing the tribological properties of friction units of parts and tooling.

**References**

TRIBOLOGICAL PROPERTIES OF POLYMER COMPOSITE MATERIALS

A study of tribotechnical properties of materials covered by the layer of bio-induced material was studied. The new direction of tribological material science is proposed – tribobiomineralization polymer composites. It was established that under sliding friction without lubricant best resistance to wear demonstrated Sustadur PET GLD 130, and abrasion wear the most durable material in the way of friction is 50 m PET, and for 200 m - Sustamid 6G and Sustapeek natural.

Introduction. The constant increasing of demands for reliability and durability of structural elements of modern aviation technology stimulates the development of new materials with enhanced physical, mechanical and performance properties. One of the most promising are considered polymeric composite materials (PCM), due to their properties such as low weight compared to metals; good strength; high durability in a pair of metal; resistance to vibration; high corrosion resistance, etc. [1].

Due to the wide range of possibilities for varying compositions bases and fillers is created many new PCM, but their widespread adoption in aircraft production constrained by the lack of experimental data on the performance properties of newly created PCM. Therefore, studies of the determination of the properties of the particular durability is an actual problem.

Problem statement. The aim of the study is to determine tribotechnical properties of polymer composites.

Discussion of results. PTP test was performed under conditions of sliding friction without lubricant and abrasive wear.

Tribological characteristics in the first case were determined on a friction machine [2]. Studies conducted in the following conditions: force pinning - 100 ... 400 N; sliding speed - 0.4 m / s; way of friction - 1000 m

Sample size 5h10h10 mm with different PCM (Zellamid 900 (POM - polioxyethylene); Zellamid 202 MO (PA6 + MoS2 - Polyamide (Nylon) 6 modified by molybdenum disulfide), PE-1000 Polystone M (superhighmolecular polyethylene); Sustadur PET GLD 130 (polyethylene terephthalate)) snuggled up roller-counterbody diameter of 40 mm steel 45 (GOST 1050-74), heat treated to a hardness of 50 ... 52 HRC. Worktop counterbody after grinding roughness was Ra = 0,25 ... 0,35 mm. Contact the friction pair occurred in a “drive-block.” To this end, the working surfaces of samples were carried out in the form of concave cylinder with a diameter of 40 mm.

While research continuously measured and recorded friction force Ftr. The coefficient of friction was calculated as the quotient of the friction force Ftr efforts by pressing R.

For comparative assessment of durability PTP was calculated by weight in the intensity of wear kg/cm2 at 1,000 m path of friction. Weighing was carried out...
on laboratory analytical balance VLR 200.

Abrasive wear tests were carried out at the facility [3], which is used for the comparative evaluation of durability of materials and coatings in friction under conditions of non-rigid fixed abrasive particles (GOST 23.20879) [4] in the medium quartz sand (SiO2) grain size of 120-160 microns. Wear was determined gravimetrically on electronic scales to the nearest 0.0001 g, and the width of the track, which was formed during wear.

Admitted to the research method for determining the wear resistance coincides with the American method of standard ASTM S6585.

The results of the research in terms of friction without lubricant are shown in Fig. 1-3

![Figure 1](image1.png)

**Figure 1**. results of testing of PCM with no lubrication at sliding friction. The load P = 100 N and P = 200 N, friction speed V = 0.4 m/sec, path of friction L = 1000 m: 1 - Zellamid 900; 2 - Zellamid 202 MO; 3 - PET-1000 Polystone M; 4 - Sustadur PET.

![Figure 2](image2.png)

**Figure 2** - coefficient of friction for materials when tested under conditions of sliding friction without lubricant in an effort to clamp P = 200 N and sliding velocity V = 0.4 m / s in the way of friction L = 1,000 m: 1 - Zellamid 900; 2 - Zellamid 202 MO; 3 - PE-1000 Polystone M; 4 - Sustadur PET.
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Analysis of the results leads to the following conclusions:

1. The best resistance to wear demonstrated Sustadur PET GLD 130. Wear intensity amounted $2.3 \times 10^{-5}$ kg/cm² at 1,000 m of path of friction. Then (in descending order of durability) materials are located as follows: Zellamid 202 MO, PE-1000 Polystone M, Zellamid 900, the difference between the best and worst of 1.7 times.

2. Values of the coefficients of friction studied PCM in an effort to clamp $P = 200$ N and sliding velocity $V = 0.4$ m/s lie in the range 0.079 ... 0.102, and the difference between best and worst is slightly smaller than the width of the tracks when determining friction - 1.4 times. The order of the material on the criterion of an increase in friction coefficient is similar to their order by increasing the wear rate.

3. During the same speed sliding with increasing load from 100 N to 200 N resistance to wear material Zellamid 202 MO at first slightly increases (10%), followed by the 200 N to 300 N is constant, but after 300 N and 400 N increases more intensity (20%). This behavior of the material can indicate the presence of certain optimal for him given the maximum wear resistance range of operating loads and sliding speeds for different materials and these ranges may vary.

Analysis of the results of the tests on the abrasive wear of medium quartz sand ($\text{SiO}_2$) 0.5 grain (Fig. 4) showed that the PET material is characterized by the gradual increase in minor wear to the friction value by 150 m, and then - a sharp increase in depreciation of 2.5 times on the way friction 200m reason for this tribological behavior Pat processes can be mechanical and thermal degradation, which occur in the surface layer of the material with increasing time trials and lead to seizure.

For the material Sustamid 6G amount of wear on the friction path of 50 m is somewhat larger than in PET, an increase of 100 m is more intense and the larger values (0.0067 g Sustamid 6G against 0.0044 g PET), but on the way friction 200m wear increases less rapidly and to lower values (0.0131 g Sustamid 6G against 0.0153 g PET).
Figure 4 - Results of tests on the abrasive wear of medium quartz sand (SiO2) granularity of 0.5: 1 - Sustamid 6G; 2 - PET; 3 - Sustapeek natural.

Tribological behavior of materials Sustapeek natural for these test conditions a more uniform and smooth growth path with increasing wear of friction compared to the first two materials.

In general, we note that most durable material for these test conditions on the path of friction is 50 m PET, and for 200 m - Sustamid 6G and Sustapeek natural. Uneven growth amount of wear at the same time increase testing for a variety of composite materials shows the influence of structural and phase composition of the surface layers in friction and wear.

Test results on abrasive wear among alumina (Al₂O₃) (Fig. 5) revealed similar trends:

Figure 5 - Results of tests on abrasive wear: 1 - Sustamid 6G; 2 - PET; 3 - Sustapeek natural.

slight gradual increase of wear of PET material to the value of the friction path of 150 m, and then - a sharp increase in wear 2.6 times on the path of friction 200m; greater than the value of PET material wear Sustamid 6G friction on the path
of 50 meters, more intense and significant growth in its na100 m, but less intense and less significant - in the way of friction 200m;

The most uniform increase in size with increasing wear of time trials for the material Sustapeek natural;

The most durable material for these test conditions on the path of friction 50 m is PET, and for 200 m - Sustamid 6G and Sustapeek natural.

Conclusion.

Past studies of tribotechnical properties of polymer composites showed that under sliding friction without lubricant best resistance to wear is demonstrated by Sustadur PET GLD 130, the intensity of wear which amounted 2,3 • 10-5 kg/cm² at 1,000 m path of friction. Then (in descending order of durability) materials are located as follows: Zellamid 202 MO, PE-1000 Polystone M, Zellamid 900, the difference between the best and worst of 1.7 times.

In conditions of abrasive wear the most durable material in the path of friction 50 m is PET, and for 200 m - Sustamid 6G and Sustapeek natural.

Further studies of tribotechnical features of a wide range of PCM to determine the optimum operating speeds and loads for specific materials allow technologists and designers at the design stage to select preset conditions such PCM that allow increase the reliability and durability of structural elements of aviation equipment while reducing material costs.
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THE INFLUENCE OF EXTERNAL FACTORS ON THE LAWS OF INITIAL RUNNING IN OF ANTIFRICTIONAL SYSTEMS

This paper presents patterns of changes in the characteristics of the process of running in and the influence of external factors. It is shown that the stepwise increase in load and constant sliding speed augments the running in process, thus decreasing the time and wear as a result of mechanical destruction of oil, accompanied by enrichment of friction surfaces with carbon.

One of the areas of service life increase of friction units is not only the use of materials with high wear resistance, but also to optimize operating modes of tribosystems. Most research works covering the phenomenon on stage of stationary operation, although nearly 70% of depreciations accounts for the phase of running in of tribological systems (TS) at the initial operation [1,2].

During the friction and wear of solids under the influence of external factors and of the friction occurring numerous physical and mechanical processes [3 – 5]. The main factors that determine the physical and chemical phenomena of running in include friction regime, in particular the impact of specific load \(- P (\text{MPa})\) and sliding velocity \(\nu - (\text{m} / \text{s})\). It should be noted that the current process of running in surfaces in the presence of the lubricant under regimes that have reduced both the time and the wear of this stage is a matter which is the least studied. The relevance of the research process of running in and the impact of the mode of friction due to the fact that the optimization of this process enhances durability friction units.

The aim of this work is the choice of optimum modes running in phase and investigation of mechanoochemical transformation of the microstructure of friction surfaces of steel and bronze in the conditions of the original work - running in of the classical tribological system \"БрАЖМц 10-3-1,5 - АМГ\-10 – 30ХГСА.\"

Tribological investigations under conditions of one-side directional sliding at hydraulic fluid \textit{АМГ}–10 with kinematic scheme \"plane – plane\" by an overlap factor of 0.25. The operational parameters are established by the coefficient of variation of the friction force (V). Modes in which the coefficient of variation of the friction force exceeds 40% were not taken into account because it shows the process taken by jamming and bounce on stage of running in.

The surface friction of bronze and steel studied by optical microscopy, scanning electron microscopy and X-ray microanalysis energodispersive, Auger - spectroscopy.

Based on an analytical model of friction and wear characteristics of running in were identified: time and wear and tear on the initial stage [6].

It was established that running in of tribological system \textit{30ХГСА – АМГ\-10 - БпАКМт 10-3-1,5} with a coefficient of variation of the friction force of 10 – 30% is under load \(P=2,2 \text{ MPa}\). Running in process for a given load is characterised by three periods of the initial work of tribological systems, namely:

- In the first period there is optimization of surface quality, ie. there is mikrogeometrical running in, accompanied by smoothing the surface and which
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corresponds to the coefficient of variation of 30%. The stage has high wear rate, a strong discontinuity in the gap of oil film in trybocouple. This can prove that the initial stage is dominated by the conditions of intensive wear protective films mild structural component, while the conditions for the release of their surface.

- During the second stage of stabilization it is observed since the friction coefficient of variation is 15%, which helps to strengthen and stabilize the geometrical parameters of the surface. During this period, minor wear, and the friction coefficient reached a minimum value of 0,015 – 0,022, which corresponds to the normal friction operation of bronze – steel pairs.

- Third stage runs up to complete formation of stable quality characteristics related to both surfaces, with a coefficient of variation of 10%. Stabilization of variation coefficient of friction is considered as the end of running in. Speed as the load was chosen for handling the coefficient of variation of the friction force and load P = 2,2 MPa, was v = 2m / s.

Depreciation of running in determined in accordance with the method of [6]. The contribution of running-in process to the wear under load P = 2,2 MPa have reached 52mkm. At the same time running in was 4 hours.

In order to reduce the time of running in, expanding the range of load limiting values, we selected the method of stepwise increasing load (Table 1).

<table>
<thead>
<tr>
<th>№</th>
<th>Load, MPa</th>
<th>Running in time, min</th>
<th>Wear, mkm</th>
<th>Path of friction, m</th>
<th>Coefficient of friction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,2</td>
<td>240</td>
<td>52</td>
<td>12</td>
<td>28800</td>
</tr>
<tr>
<td>2</td>
<td>2,2+2,8</td>
<td>220</td>
<td>47</td>
<td>9</td>
<td>26400</td>
</tr>
<tr>
<td>3</td>
<td>2,2+2,8+3,1</td>
<td>210</td>
<td>44</td>
<td>7,2</td>
<td>25200</td>
</tr>
<tr>
<td>4</td>
<td>2,2+2,8+3,1+3,7</td>
<td>180</td>
<td>40</td>
<td>6,8</td>
<td>21600</td>
</tr>
</tbody>
</table>

The initial load was 2.2 MPa and speed of 2m / s. Because of the time (t = 45 min), which tracked according to the coefficient of variation of the friction load pidvyschualovals one place. For tribological system 30XFCA – AMF-10 – БpAкMу=10-3-1.5, in the first stage of running in V = 30% after 45 minutes of operation when V = 24% of the load was increased to the maximum permissible 2,8 MPa, and the coefficient of variation was 28%, after a time t, the coefficient of variation of the friction force was equal to 21% and then the load was increased to 3,1 MPa, respectively, an increase in the coefficient of variation to 25%, and the subsequent decline to 19% and then had a partial load of P = 3,7MPa, with a coefficient of variation of the friction force was 24%, a 45-minute experiment, it has stabilized to 14%, indicating the end of the process running in. The final level of stress was 3,7 MPa, since the next stage of 4,5 MPa, the coefficient of variation
exceeded 40%, which was accompanied by the appearance of smoke due heating and destruction of tribological structures.

Comparative analysis of the results are given in table. 1 revealed that the efficiency of running in at a constant sliding speed of 2 m/s and stepwise increasing of specific load has a better effect than studies at constant load. Each step of external influence of all cases examined load, reduces the coefficient of variation of the friction force as a result of increasing the actual contact area, the formation of tribological structures at each stage of loading.

Careful study of various areas of friction surface of the pairs bronze-steel, made using Auger microprobing revealed new features formed by surface microstructures generally significantly different from the expected. Suddenly became a conclusion about the absence of a sufficient concentration of copper on the steel friction surfaces in the areas of visual "copper" colour. In all investigated cases, on the friction pair, the concentration of copper in the surface layers of microstructures of steel surface was less than 4,7 at. %. However, the concentration of iron and oxygen in these surface layers reaches values of 36 – 44 and 46 – 54 at. %, Respectively. Even with prolonged spraying of friction the surfaces by argon ions, which contributed significantly to research the surface remote from the interior surface of the metal layers, the oxygen concentration remained relatively high. It was found that "copper" shade on the steel friction surfaces formed in the studied pair of bronze-steel is due to the colour of the surface film of iron oxides layer of submicron thicknesses.

Compared with steel friction surfaces to corresponding mikroareas the bronze in all cases is much less oxidized. Instead, they are areas saturated with carbon, whose concentration remains high within the surface layer of micron thickness and several times higher than the concentration of oxygen.

The second unexpected result was obtained after the analysis of changes in the composition of the surface layers of bronze. Availability in all subjects in micron thickness of the surface layers of bronze along with carbon ions also ions of carbide forming elements: chromium and titanium defunded from steel. However, these surface layers were found with significantly reduced concentrations of "native" bronze БрАЖМц additives such as aluminum and manganese. In contrast, the concentration of these additives in iron was significantly increased. The reasons for the presence of elements of carbide forming elements of steel and high concentration of iron in the "depth" of the surface layers of bronze require more detailed analysis.

Accordingly, on the mikroareas of steel friction surfaces, we observe depletion in chromium and, to some extent, carbon (relative volume concentration of 4,3 – 4,7 atm.%). Within mikroareas which were recorded the presence of chromium, manganese segregation was observed, which, however, can be transferred to the surface layer of steel as well as traces of bronze. The possibility of the latter indicates the presence of some points on the friction surface of steel characteristic to the traces of tin bronze.

According to the results of the Auger analysis of elemental composition of friction surface of pair bronze-steel we observed the carbonization of bronze surface layer under conditions of friction and enrichment by carbide forming elements of steel (Cr, Ti, and Fe) and their traces depleted in bronze (Al, Mn), and oxidized
surface layer of steel, however, albeit to a lesser extent, on their own depleted by Cr, C, but enriched by Al, Sn, Mn, and Cu.

Instead of this, there is a mutual transfer of elements to the conjugate surface from one contact area to another without the formation on each of these films the film of the base metal. It should be argued on the formation of friction in the contact zone of relatively thick (micron and submicron thickness) and high concentration of carbon in the surface films dissolving other elements.

Conclusions

Effectiveness of the process of running in is largely determined by the mode of loading. Running in proceeds is more effective at constant sliding speed and step increase in load.

Stepwise loading and simultaneous regulation of frictional heat of friction pair leads to expansion of the maximum permissible load, reducing time and wear from running in.

We found that the resulting tribological structures formed during running in are saturated by carbon, products of mechanical destruction of oils and transfer of positively charged elements from surface to surface.
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SELF-REINFORCED HEAT-RESISTANT ORGANOPLASTICS:
ADVANCED MATERIALS OF TRIBOLOGICAL PURPOSE

The properties of self-reinforced organic plastics based on aromatic polyamides have been developed and investigated. It is shown that the optimum fiber content is determined by the proximity of its polymer structure to the structure of the binder. It has been established that in case of the optimal content of reinforced fibers, organoplastics exceed the base polymer by 1.2-1.6 times. An example of using the developed material in the steel industry has been given.

Introduction

Creation, study and use of polymeric composite materials are extremely promising and rapidly developing area of materials science. Modern aircraft, rocket and space technology, shipbuilding, engineering are unthinkable without polymer composites. The more developed this branch of technology is, the more the composites are applied, the higher the quality of these materials is. Many of them are lighter and stronger than the best metal (aluminum and titanium) alloys and their use can reduce the weight of the product (aircraft, missiles, and spacecraft) and, accordingly, reduce fuel consumption. Organoplastics (so-called reinforced plastics based on organic polymer fibers) are used in aeronautical engineering and rocket building for the manufacture of components operating in tension, for example, the internal pressure vessels, high-speed flywheels [1]. The aim of this work has been to develop and study the properties of promising new heat-resistant self-reinforced organoplastic materials.

Methods and subjects of investigation

Phenylon aromatic polyamide C-1 (TS 6-05-221-101-71) was used as a binder; this represents finely divided pink powder with a bulk density of 0.2 - 0.3 g / cm³ and a specific viscosity of 0.5 % in dimethylformamide solution with 5 % of lithium chloride not less than 0.75, characterized by the following properties: density of 1.35 g / cm³, toughness of 20 kJ / m², hardness of 18 HRB, the tensile breaking stress of 100 MPa.

For the reinforcement of phenylon C-1 heat resistant organic fibers were selected from aromatic polyamides sulfone-1 (fiber length of 3 mm, strength of 51-58 kg / mm², the relative strength of 85%, modulus of 600kg / mm², resistance bending of 12,000 cycles, density of 1.45-1.46 g / cm³, is operational in the temperature range 573-623K) phenylene fiber (2-3 mm long, the
strength of 69 kgf / mm$^2$, an elongation of 15-20%, the elastic modulus of 900 - 1200 kgf / mm$^2$, density of 1.37-1.38 g / cm$^3$).

To obtain composite materials the container was charged with a powdery sample of phenylon and crushed fibers, ferromagnetic particles were added produced in the form of cylinders with a diameter of 2 mm and a length of 15 mm. The volume was placed into a rotary electromagnetic field (0.12-0.15 T). The resulting mixture was tableted at a room temperature and a pressure of 30 MPa. The tablets were charged in a mold preheated to 523K, heated to 593-598K and maintained at this temperature for 10 min, 10 min without pressure and under pressure of 30 MPa. To fix the shape of a product, the goods were cooled under pressure to a temperature of 523 K and pushed out of the mold later.

The study of tribological properties under dry friction was carried out at room temperature in a disc drive friction. The wear of the sample was evaluated by the disk layout (steel 45 HRC 50, Ra 0.08) - Thumb composite ($\Phi$ 10 mm, 10 mm height) at the specific load of 0.4-1 MPa, sliding speed of 1-2.5 m / s, with the path of 1000 m. Before loading the same processing and pre-burnishing samples was carried out. The wear of the samples was determined by means of an analytical balance VLR-200 with an accuracy of 0.0002 g. The investigation of wear of the reinforced plastic in case of industrial lubrication oil (GOST 1767-51) and distilled water (GOST 6769-72) was performed on a friction machine MI-1M scheme clip-board (video - 45 steel, HRC 45-48, block - reinforced plastic) at a speed of 0.5-1 m / s.

The wear was calculated in three or more test pieces of the same material. Way friction in case of lubrication with water made 400 m, in case of lubrication with oil – 3000 m. Brinell hardness was measured by indentation under a given load on the hardness tester BTSHPSP GOST 46-70-77 and specific toughness, which is a dynamic test of polymers, a single blow bending according to GOST 4647-69. Compressive yield point was determined on a test machine with the mechanical loading of the sample and mechanical force measure, IM-4P.

Electron microscopic studies were carried out with samples of materials that can withstand 3 minutes in liquid nitrogen and then were subjected to brittle fracture. On freshly prepared fracture in vacuum (10-4 mm.merc.st.) the carbon film of 500-700 Â thick was deposited by thermal evaporation on a VUP-2K at 24. Then, a carbon film was deposited into a 20% solution of gelatin in water. After drying gelatin carbon film was frustrated with the sample surface. Carbon film was washed in hot distilled water from the gelatin, washed in alcohol and placed on a copper grid. To enhance the image contrast carbon film by thermal evaporation in vacuum. Shielding platinum at an angle 250 thus prepared film was seen in the electron microscope UEMV-100K at an accelerating voltage in the range of 75 kVt increase from 3,000 to 30,000 times.

The results and their discussion

Analyzing the tests, the samples with an optimal fiber content were determined: phenylon - 5 mass % and sulfone-T – 10 mass % . Comparing the results shows that the fiber-reinforced organoplastics phenylon has the best physico-mechanical properties and tribological characteristics, namely: a yield
strength in compression of 1.2 times; hardness of 1.6 times; toughness of 1.3 times; coefficient of friction and wear in the 1.4 and 1.2-fold, respectively (Table 1).

**Table 1**

<table>
<thead>
<tr>
<th>Filler fiber wt.%</th>
<th>Physical and mechanical properties</th>
<th>The relative change in the properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tensile strength at compression, MPa</td>
<td>Brinell hardness, HRB</td>
</tr>
<tr>
<td>-</td>
<td>236</td>
<td>328</td>
</tr>
<tr>
<td>phenylone - 5</td>
<td>271</td>
<td>406</td>
</tr>
<tr>
<td>Sulfone-T - 10</td>
<td>230</td>
<td>260</td>
</tr>
</tbody>
</table>

* The process of friction without lubrication was carried out on disk friction machine. Counterbody was that of the steel wheel/steel 45, heat-treated to a hardness of 45-48 HRC, the surface roughness of Ra = 0.32 m, sliding speed of 0.3 m / sec; specific load of 0.6 MPa. The absolute value of wear (I) and the coefficient of friction (f), phenylon equal to the corresponding 34 m / km and 0.4 was conditionally accepted as the measurement unit.

The lower viscosity of the solution of the wear particles in comparison with the solution of the original block of phenylon indicates the molecular mechanism of destruction of aromatic polyamide and is direct evidence that in case of the action of stresses arising in the process of friction the chemical bonds are broken.

![Figure 1](image)

**Figure 1** Submicrostructure of phenylon friction surface (a), amorphous disordered (b) amorphously ordered (c).

Macromolecules of phenylon degrade less intensively than in aliphatic polyamides [2]. No significant changes at the molecular level are confirmed by the results of infrared spectroscopy. Spectrogram of base phenylon and that of wear particles are identical, except for a slight displacement of the absorption band in the frequency range 1500-1550 cm⁻¹, which is proof of the rupture of hydrogen bonds.

We can assume that the destruction of aromatic polyamides in case of wear mainly occurs due to break ties on the boundaries of the molecular structures.
The combined effect of normal and tangential forces form submicrostructure of the friction surface of aromatic polyamides (see Fig. 1a). For phenylon globular structure with traces of intense destruction is characteristic. The mutual arrangement of the globular structures is different from the original one, which is characterized by denser packing.

Comparing wear-resistance of the self-reinforced organoplastic materials with bronze of antifriction application OCS 5-5-5 (Table 2), we can conclude that the developed of the reinforced plastics are promising anti-friction materials.

<table>
<thead>
<tr>
<th>The material</th>
<th>Specific load 5MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depreciation, m / km · cm²</td>
</tr>
<tr>
<td></td>
<td>When lubricating oil</td>
</tr>
<tr>
<td>phenylon</td>
<td>6</td>
</tr>
<tr>
<td>phenylon +10%fiber</td>
<td>0,6</td>
</tr>
<tr>
<td>bronze OCS 5-5-5</td>
<td>does not work</td>
</tr>
</tbody>
</table>

Positive laboratory results allowed to begin production testing of the self-reinforced phenylon in friction pilger rolling mills. The tested bearings were put on roller conveyors pin grooves in the most severe conditions at ambient temperature of 180-2000 ⁰C and insufficient lubrication. During 120 days of operation of the bearing wear phenylon copolymer made 0.233 mm per diameter. Bronze bearings under these conditions get completely out of order in 40-50 days, thus their wear makes up to 5mm or more.

Conclusions

Thus the studies found the optimal content of reinforcing fibers phenylon - 5, sulfone-T – 10 mass %, the smaller it is, the closer it is to the nature of the matrix fibers.

It has been shown that fiber organoplastics reinforced with phenylon possess superior properties compared to their analogues containing sulfone fiber-T by 1.2-1.6 times.

It has been established that organoplastics can be successfully used for the manufacture of metallurgical equipment, providing greater durability compared to standard bronze OCS 5-5-5 is more than an order of magnitude.
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Has been reviewed the durability of amorphous coatings developed under loading friction in a wide range of sliding speeds. It is found that the amorphous-crystalline composition at an optimal volume fraction, structure and morphology of its components has a high surface strength and wear resistance in sliding processes.

Processes of friction, wear and lubricating action continue to be one of the most important areas of research in tribology because they theoretical and applied methods studied something with which had to meet in the daily operation of units and aircraft components. Phenomena accompanying problems of friction and wear are closely related to the surface properties of materials.

Effective way to increase the surface strength of materials, working in conditions of friction is the application of protective wear-resistant coatings. One of the universal technological methods of surface hardening of new and restoration of worn parts is detonation-gas spraying [1]. Detonation coatings are preferred in service parts components and assemblies of aircraft at high loads and temperatures, intense wear and corrosive environments.

In the present work we investigated the tribological properties of amorphous coatings based on zirconium doped aluminum and boron. In [2] experimentally established technological parameters, which determine the possibility of obtaining amorphous coatings.

Shown on the basis of the state diagram, the components of the test composition are melts congruently and have a narrow range of homogeneity, while stressed that detonation-gas spraying not only creates the optimal conditions for obtaining eutectic compositions in a metastable state, but also has a number of advantages over the traditional methods of high-speed cooling. Justified the component structure of composite coatings of Zr-Al-B, investigated their structural and phase characteristics.

The purpose of the work. Study of the wear resistance of amorphous coatings developed by friction under load over a broad range of sliding velocities.

The results of research. Fig. 1 presents data they determine the functional dependence of the wear rate of speed at a constant load of 5.0 MPa.

To investigate the character and patterns of structural changes that determine the high wear resistance of coatings systems Zr-Al-B (curve 3) on the micro analyzer has been studied the distribution of elements through the thickness of the sprayed layer.

The analysis is carried with a diameter of probe 2 and 10 microns, results showed the presence of the transition of the diffusion zone about 20-25 microns variable concentrations of the elements that are part of the coating. When matching prints taken in absorbed electrons and X-rays, it was not possible to identify the data structures, indicating that the heterogeneity of its composition.
Fig. 1 Dependence wear intensity from the sliding velocity coatings: 1-based on the Ni (Ni-Cr-Al-B); 2-type BK15; 3-amorphous-crystalline system Zr-Al-B

The resulting discrepancies in the chemical composition, confirm the presence of uneven dispersion structure, which coincides with modern ideas about the nature of amorphous and amorphous-crystalline composites [4].

Radiographic studies of phase showed that the coating comprises a α-solid solution on the basis of Zr, finely dispersed borides ZrB₂ and AlB₂, aluminides and Zr₂Al, also been detected in the surface layer Al₂O₃ and a complex oxide of the type of ZnAlO.

Wear resistance of Zr-Al-B practically across the speed range with the present load as seen from the experimental curves exceeds that for types of coatings VK15 and nickel-based that is caused by the creation of optimal heterogeneous durable thin film structures with a high level of self-organization and structural adaptability. Quantity of the amorphous phase is from 75 to 82%. Photomicrographs of cross sections of coatings systems Zr-Al-B are shown in Fig. 2.

In Table 1 presents the results of research into the mechanical properties of detonation coatings based on zirconium-containing fine particles of crystalline refractory borides and aluminides.

<table>
<thead>
<tr>
<th>The content of the components, %</th>
<th>E, H/mm</th>
<th>σ_T, H/mm²</th>
<th>m</th>
<th>HV, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr    Al  B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80    10  5</td>
<td>173900</td>
<td>4070</td>
<td>2,21</td>
<td>1350</td>
</tr>
<tr>
<td>70    15  8</td>
<td>181800</td>
<td>4250</td>
<td>2,27</td>
<td>1410</td>
</tr>
<tr>
<td>60    20  10</td>
<td>195300</td>
<td>4950</td>
<td>3,10</td>
<td>1620</td>
</tr>
</tbody>
</table>

Studies be carried out, the methodology of which is described in [5],were determined yield strength (σ_T) by angle of residual bending flat samples with coating thus established the existence of the strain hardening. The degree of hardening (m) defined according to [6]. In the case of linear dependence for
amorphous materials \( m<2.5 \), that is increase of \( \sigma_T \) must not exceed 2.5% by increasing the degree of plastic deformation of 1%. Table 1 shows the values of \( m \), calculated for the test coatings. Analysis of the data presented in the table shows that the hardness of coatings with decreasing content of Zr increases and aluminum (simultaneously with B) - increases dramatically. Thus the introduction up to 20% Al and 10% increase in the value YS, and the Young's modulus the strain hardening coefficient also increases and exceeds the limit values for the amorphous alloys \( (E=180000 \text{ H/mm}^2 \) and \( m=2.5) \), which confirms the presence in the structure crystalline phase [7].

Figure 2 shows the microstructure of the electron diffraction patterns which are present as diffuse rings and the point reflections of crystalline phases. Researches in dark and light fields have established that the test the coating system Zr-Al-B consists of an amorphous matrix with crystalline inclusions of a size of 0.10-0.25 microns, and generally have a globular shape.

From the viewpoint of structural energy hypotheses are presented microstructure and electron diffraction patterns, reflecting kinetics of decay of structures on the surface friction of detonation coatings based on zirconium, fever activates the coagulation and recrystallization processes developing at different levels of scale, as evidenced by the gradual disappearance of the rings and the appearance of electron-point reflections.

Thus, this transformation of secondary structures can be regarded as adequate basic mechanisms of adaptation of the surface layers in the structural adaptability of friction. Thus, on one hand, due to the statistical laws phase formation and fragmentation of secondary structures in various portions of the contact surfaces are not identical, but their distribution is additive structurally stable temporary state, on the other - the formation of the surface layer structure is not indeterminate and controlled by minimum principles dissipative processes [9]. In other words, it can be argued that if the structure can be adapted to the given conditions of friction, it is necessarily will happen, or rather, if there is any distribution of secondary structures, corresponding to the state of adaptability, the system will adapt, and friction parameters will be minimal.

Fig. 2 Microstructures and electron diffraction patterns of the friction surfaces coatings Zr-Al-B tested at speeds: a) \( V = 0.5 \text{ m/s} \); b) \( V = 1.5 \text{ m/s} \).
The stability of the coating with increasing sliding speed, shows the high efficiency of the test detonation coatings, both on the basis of nichrome, hard alloy type VC-15 and the amorphous-crystalline based on the Zr. The wear resistance of coatings based on nichrome is somewhat lower than in the well-known VC wear resistant coating, and according to the analysis of phase is a solid solution of fcc lattice based on nickel and finely dispersed mixture of hardening phases, mainly in the form of chromium borides and nickel aluminides.

The conclusions. Analysis of the results of studies of coatings which contain in the structure of amorphous and crystalline phases can be concluded that amorphous-crystalline composition with optimum volume fraction, structure and morphology of its constituent has higher surface strength and frictional wear resistance.

Thus, simultaneous introduction a sprayed material based on the optimal amounts of Zr and Al and B cause the formation of an amorphous matrix dispersed particles, that essentially increases the mechanical properties without decreases the plasticity and thermal stability.

Therefore, alloying elements forming refractory dispersion compound allows to affect the structure of the coatings, their chemical composition and mechanical properties in the right direction, i.e. is one of the principal ways to control friction and wear of amorphous-crystalline detonation coatings.
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RESISTANCE TO WEAR OF DETONATION COATINGS Cr-Si-B IN A VACUUM WHICH CONTAINS MOLYBDENUM DISULFIDE

There are the results of the test work in conditions of vacuum characteristics of friction and wear developed detonation coating Cr-Si-B, which additionally as an anti-friction component contains solid lubricant additive. Established that the wear resistance of coatings ensured by the creation of the object of the thin film that separates the juvenile surface representing the product of oxygen-free structures based on intermetallic phases of the chemical elements included in the coating composition.

The level of quality and reliability of the aircraft is largely determined by the surface hardness and wear resistance of the materials used in its units and mechanisms. The problem of surface strength of materials in friction remains one of the most complex scientific and engineering areas of knowledge, as it is theoretical and applied methods of studying the questions that have to solve in everyday engineering practice, operation, repair and rehabilitation units and aircraft components. Despite the results achieved, its application solution falls short of modern requirements. It is particularly important questions remain wear resistance and surface strength in extreme operating conditions, which include not only an extremely high load and speed of movement, but also influence of the environment, in particular vacuum, where the use of the traditional lubricants are restricted [1].

In the scientific literature there is not enough reasonable information about the impact of individual structural components of composite powder materials on the strength properties of detonation coatings. And almost no data, showing the impact of the wear resistance of molybdenum disulfide detonation coating in the vacuum.

To date, the main way to develop coatings remains an empirical search for dependences of structure-properties.

In aircraft to the details, flexible interface which in operation under loading friction exposed to wear and tear, leading to the defectiveness due to jamming and gripes relate working in a rarefied atmosphere bearings tooth flanks and friction gearing, slideways, end support, movements pairs of constant amplitude, the hinge-bolt coupling, parts of control systems [2]. Service and maintenance of operational availability is one of the most important engineering tasks systems of service and repairs aviation equipment [3]. To perform these tasks, need use modern materials, of high performance work in extreme conditions and under vacuum.

The purpose of the work. Study wear resistance under vacuum conditions elaborated detonation coating system Cr-Si-B, which additionally contain as the component of antifriction additives solid lubricant in dispersed form of molybdenum disulfide.

The results of research. Investigation of regularities of friction and wear processes in the absence of oxygen from the air, are relevant because they allow create a theoretical prerequisites to practical problems on exploring the creation of
wear-resistant materials and coatings, and the most efficient combinations in the pairs of friction of units and aggregates aircrafts working in the under vacuum conditions. Test results are presented in Figure 1. in the form of dependence of the intensity of wear as functions of the values of the sliding speed under load of 2.5 MPa that allows to approximate the processes of physical and chemical mechanics of friction to the actual operating conditions.

![Figure 1 Dependence wear intensity and friction coefficient on the sliding velocity (P=2.5 MPa): 1-covering Cr-Si-B-MoS 2, 2-covering hard alloy VK15, 3-richness vanadium specimens, 4-chrome-plated specimens, 5-coating Cr-Si-B, 6-borated specimens.](image)

High durability under these conditions of friction coatings Cr-Si-B-MoS 2, (Figure 1, curve 1) is caused structural adaptability, which is implemented as a universal phenomenon is, firstly, due to structurally free molybdenum disulfide, which provides in the process friction to create a protective film (Fig. 2).

The data of metallographic analyze and study of the friction surfaces confirm the presence of a passivating solid-lubricating film of molybdenum disulfide, which prevents adhesion of juvenile surfaces while isolated pockets of destruction are localized in the thin surface layers and annihilated in the process of grain boundary sliding, excluding any kind defectiveness.

Secondly, the tendency of the coating to passivation provided by the occurrence in the conditions of friction diffusion and solid-phase components of tribochemical reactions with the formation of ultra fine nanophase. In studying the character and principles of formation a surface layer, causes resistance to wear, it was found it is finely dispersed quasi layered composite structure based on MoS 2, fiber reinforced intermetallic compounds Cr 5Si, CrSi, Cr 3Si, CrSi 2, besides molybdenum chalcogenide resulting tribochemical reaction with the deformed surface layer forms the sulfides CrS, which creates favorable conditions to significantly improve wear resistance and, as stated, to increase the bearing capacity.

Changing the solid phase surface structure of the films determines the value of the coefficient of friction, which during the entire range of test (Fig. 1, curve 1) is 0.05-0.07. In these conditions the coefficient of friction is not so much a function of the normal load, as dependence of the tribo physical processes occurring as a result of the additive combination of load, sliding speed, temperature and generalized vector friction parameters (materials, environment conditions, etc.). Thus, the solid lubricating surface film or active oversurface layer, except of antifriction and anti-
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wear action has properties that, in these conditions of friction ensures high durability coatings Cr-Si-B-MoS₂ a thicker wearing coat in a vacuum.
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Coating Cr-Si-B, in which there is no part of molybdenum disulfide (Fig. 1, curve 5), the variation of the wear rate and the dependence of the coefficient of friction on the rate essentially changes. It should be noted that the coating Cr-Si-B at sliding speeds of about 0.7 m/s have the minimum friction parameters. At speeds of tests more 1.0 m/s is broken thermodynamic balance of friction, under the given conditions leading type of wear coatings not containing MoS₂, is becoming a developing of the setting process.

High wear resistance of the coated, powder coating hard alloy type VK15 (Fig. 1, curve 2). As it is known, coating VK15 represent the classical structure of antifriction material, [7]. The increased wear resistance of carbide coatings caused both the nature included in them components and structure. However, at sliding speeds more than 1.0 m/s for stability coating are starting to influence the temperature as the main potent operating parameter [8].

From the samples subjected to diffusion alloyed corresponds to richness vanadium friction surfaces (Fig. 1, curve 3), which is associated with the formation of the working layer saturated with vanadium carbide, which is characterized by high mechanical properties, in particular hardness and high melting point [9].

Character of wearing out of steel samples hardened by thermal diffusion of chromium plating (Fig. 1, curve 4), similar to the general regularities of wear the
surface richness of the vanadium. Higher values of the samples are due to wear chrome tendency to seizing caused by the comparatively low surface strength by friction in a vacuum [10].

**The conclusions.** Installed legitimacy methodologies and algorithms used in the conducting under vacuum conditions experimental studies of heterogeneous coatings based on Cr-Si-B, which composition additionally contains as the antifrictional component structurally free molybdenum disulphide, as modifying additive, performs the role of a solid lubricant.

Established high wear resistance of coatings investigated Cr-Si-B-MoS2 by creating a passivating solid-lubricating film of molybdenum disulfide, which prevents the interaction of juvenile surfaces. It was noticed that the separate centers of destruction, localized in the surface layers, are annihilated in the process of grain boundary sliding, blocking in this range test any kind defectiveness.

In studying the character and the regularities which determine tendency to passivation coatings noted that its implementation is also caused by solid phase tribochemical and diffusion processes of formation of quasi layered surface structures based on the MoS2 and particulates intermetallic compounds of the components in the coating composition.

Determined that the protective thin film surface structure helps to reduce adhesion component of friction force, and its plastic deformation not associated with considerable thermal input and contributes to the minimum degree of power loss. In this case, the dependence of the coefficient of friction and agreement with regularity of wear, determined by the properties of the surface structures, and its stability evidence of high working capacity coatings.
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THE EXPERIMENTAL EQUIPMENT FOR WIND TUNNEL TAD - 2 NAU

Experimental equipment, which consists of six-component combined weights of strain-gauge sting balance type, calibration device, information collecting and processing system, coordinate device for determination of air stream parameters, additional equipment for study of propellers.

A lot of attention recently is given to unsteady characteristics of objects of research and for that purpose new measurement tools are needed. This is due to an increase in flight speed, reduction of drag and introduction of new methods, which would allow to create and increase the lift force.

The majority of modern aircrafts create lift force due to steady flow around the lifting surfaces and due to depression, which occurs as a result of a flow around lifting surfaces. But the air flow around vehicles, which have propeller or windmilling propeller as lifting surface and objects with complex geometric shape is unsteady and with separation. That is why the necessity of special experimental equipment usage for studies of such phenomena occurs. In wind tunnels for such purposes multi-strain balances are used.

To date, multi-component system for measuring aerodynamic loads is created, which gives possibility to carry out independent measurements of six components of the total aerodynamic force during aerodynamic experiment. These strain-gauge balances will allow to carry out experimental studies not only of static but also dynamic loads, which act on the object of study. This approach will make it possible to investigate aerodynamic characteristics of such objects as lifting system of windmilling propeller type, propeller of helicopter and vortex structures around objects of complex geometric form or behind parts of the aircraft.

Fig. 1 shows the general view of multicomponent system for measuring aerodynamic loads of strain-gauge sting balance type.

Fig. 2 shows elastic elements of this balance. Fig. 3 shows adopted coordinate system with respect to strain-gauge balance, and provides limits of measured loads for each component of the total aerodynamic force.

One of the main tasks, for obtaining high accuracy of aerodynamic research results, is metrological certification of measuring instrument – strain gauge balance.

For this purpose the calibration test rig for six-component strain-gauge balance was developed. This rig is designed to assess metrological characteristics of aerodynamic strain-gauge type balance.

The construction of this rig requires maximum accuracy and also must meet the following requirements: while applying partial forces at the origin the moments, calculated by calibrating formulas must be equal to zero; a rig and calibrating equipment should be rigid; the calibrating equipment should allow simultaneous application of all forces and moments at one point, which is the origin of balance, for initial position before calibration.
Calibration is the process of determining metrological characteristics of measuring equipment complex from balance to equipment, which records random and systematic errors.

Fig. 4 shows the kinematic scheme of calibration rig and positions for creation of necessary loads by components.
By means of a designed calibration test rig the assessment of metrological characteristics of this strain-gauge balance, as well as in the future of balance of other type will be carried out. Fig. 5 shows the general view of the calibration test rig.

Also a coordinate device for air flow parameters research was developed. It allows assessment of vortex structures characteristics, namely to investigate unsteady and vortex characteristics of the flow. The construction is based on Cartesian coordinate system with two degrees of freedom: 0.5m vertically and 1m horizontally.

As the flow parameters measurement sensor the Pitot tube with six components is used.

<table>
<thead>
<tr>
<th>Forces and moments which necessary to create</th>
<th>№ load position</th>
</tr>
</thead>
<tbody>
<tr>
<td>X+</td>
<td>8,9</td>
</tr>
<tr>
<td>X-</td>
<td>6,15</td>
</tr>
<tr>
<td>Y+</td>
<td>5</td>
</tr>
<tr>
<td>Y-</td>
<td>16</td>
</tr>
<tr>
<td>Z+</td>
<td>11</td>
</tr>
<tr>
<td>Z-</td>
<td>13</td>
</tr>
<tr>
<td>Mx+</td>
<td>3,7</td>
</tr>
<tr>
<td>Mx-</td>
<td>4,12</td>
</tr>
<tr>
<td>My+</td>
<td>8,15</td>
</tr>
<tr>
<td>My-</td>
<td>9,6</td>
</tr>
<tr>
<td>Mz+</td>
<td>2,14</td>
</tr>
<tr>
<td>Mz-</td>
<td>10,1</td>
</tr>
</tbody>
</table>

Fig. 4 The kinematic scheme of calibration test rig.

Fig. 5 General view of calibration test rig.
Sensor design provides an opportunity to get the velocity vector angle position in horizontal and vertical planes and the velocity vector itself. Thus, it is possible to investigate vortex structures in the flow. Fig. 6 shows general view of coordinate device elements: moving components, information and measurement equipment, Pitot tube.

Fig. 6 General view of coordinate device components.

Conclusions

Six-component combined balance of strain-gauge sting balance type, which would extend researches in the field of experimental aerodynamics with the possibility to evaluate unsteady characteristics of research objects. Calibration test rig, which design allows conducting both static and dynamic calibration of balance, was developed for determination of metrological characteristics. In addition, it is possible to calibrate other devices in this rig. Coordinate device will allow to measure vortex structure parameters during experiment with possibility to evaluate velocity vector taking into account angular position with respect to set plane and initial point. Also system for collection and processing data was developed. As auxiliary equipment for studying of lifting propellers the special mounting system was designed, propeller hub with sensor to determine rotor speed and set angle.

References

Gurkan Ortamevzi, Ph.D student (KPI, Ukraine)
D.N. Zinchenko, Ph.D (KPI, Ukraine)
V.V. Zilinka, Ph.D student (NAU, Ukraine)

THE ASSESSMENT OF THE EFFECTIVENESS WING WITH SOFT SKIN

It is shown that in article analysis is performed design aircraft carrier with a soft surface, considered especially their aerodynamics, defined scientific novelty research, the goals and objectives of the work. Based on the analysis of deformable wing aerodynamics, performed the assessment method applicability computational aerodynamics to the task.

ACTUALITY

The research is a substantial increase in operating capacity aircraft, that is confirmed by the fact development experimental aircraft with the soft wings as shown in the fig. 1.

Fig. 1 Aircraft with inflatable wings

An objective feature of the layout all inflatable wings before the aircraft is a small extension value, that is, in the first instance, availability durability material upholstery. This fact allows you to assume that the options cantilever wings with a soft lining, which inflated by thruster flow, will not have the values lengthen, exceeding 7 units. Compare the features flying units with soft side curtain air bag wings presented below in the table comparing and unit parameters (Table 1).

<table>
<thead>
<tr>
<th>Type</th>
<th>λ</th>
<th>χ 1/4</th>
<th>η</th>
<th>G_{kg/\text{m}^2}</th>
<th>N_{hp/kg}</th>
<th>V_{min}</th>
<th>V_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA-468 Inflatoplane</td>
<td>2.8</td>
<td>0.1</td>
<td>3.3</td>
<td>0.8</td>
<td>60</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>Woopy Fly</td>
<td>1.4</td>
<td>0.1</td>
<td>6</td>
<td>4.75</td>
<td>0.2</td>
<td>45</td>
<td>70</td>
</tr>
<tr>
<td>Stingray</td>
<td>1.8</td>
<td>0.3</td>
<td>6.5</td>
<td>1.5</td>
<td>65</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>I2000 (Dryden)</td>
<td>2</td>
<td>0.1</td>
<td>3</td>
<td>1.2</td>
<td>45</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Arup S-2</td>
<td>2.2</td>
<td>15</td>
<td>2</td>
<td>0.5</td>
<td>70</td>
<td>155</td>
<td></td>
</tr>
</tbody>
</table>

Table 1

Table compares the features and unit parameters aircraft wing with soft inflatable wings.
SCIENTIFIC NOVELTY

The scientific novelty research aerodynamics soft wing is defined:
1. Lack of a single methodology aerodynamic design bearing surface, which supports its form with the ram, the need to aggregate and organize results of the study.
2. The incompleteness possible constructive solutions soft wings, insufficient data on the impact of the various types of surface deformation on its aerodynamic characteristics, stability and handling.
3. The need to assess effects deformation methods computational aerodynamics, the definition of core principles suggested new model design model soft deformable wing depending on the method applied mathematical modeling.
4. Opportunity to study in situ conditions on the number without pilot laboratory, the need for an appropriate scientific methodology to ensure accuracy of the results of the trial.

THE GOALS AND OBJECTIVES

The main goal of our research is the formation of the common methodology aerodynamic design aircraft with a soft applied mathematics wing. To accomplish this, you must address the following tasks.
1. Analysis and synthesis of aerodynamics aircraft carriers with the soft surfaces. The aerodynamic characteristics of an aircraft with a soft wing. Selection and justification for study layout options, limits of the applicability of criteria of applicability constructive decision-making an aircraft with a soft wing that is deformed.
3. Assessment of changes frequent flyer aerodynamic characteristics apparatus with a soft applied mathematics wing in real experiment on the model number. Selection and justification for a prototype apparatus for frequent flyer frequent flyer stand. Design and manufacture of an experimental model number. Determination of the composition of the measuring equipment, methodology of the flight testing and processing of the results of the trial.
4. The development of a common algorithm aerodynamic layout an aircraft with a soft applied mathematics wing based on the results of computing and physical experiment.

FEATURES OF AERODYNAMICS DEFORMABLE WING

To achieve the objectives set in the scientific research tasks it is advisable to consider particular deformable wing aerodynamics. The most characteristic type aircraft with applied mathematics wing is hang-glider. Analysis of research performance disembarkation from wing, held in aerodynamic tubes and presented in [1], will make it possible to determine a range of possible event factor values of forces and moments, caused by deformation surface.

Because of the lack of an open information on the aerodynamics aircraft with a soft applied mathematics wing, we have the results of the testing [1,3] as a
first approximation.

Below (Fig. 2) are especially geometry and aerodynamics wing small lengthening (data [3]).

![Fig. 2. Wing aerodynamic characteristics small elongation varying forms in the plan [3]](image)

Aerodynamics wing depends on the deformation, but the change does not take place runaround, i.e. wing deformed from ram does not cause the ruination flow, strong distortions geometry wing, and distribution of aerodynamic characteristics along the swing wing for various deformation predictably and can be determined.

THE APPLICABILITY OF THE METHODS CALCULATED AERODYNAMICS

The runaround wing with soft lining on the basis of computational aerodynamics is one of the priority areas of research, conducted by leading academic aviation institutes. Methodological Framework for the study was proposed in [2] and developed in [4]. The results and possible ways of addressing the task clearly shows in the works [5-10] and others.

The analysis publications show that, for the two and three-dimensional pc profile runaround the authors largely apply method FEM - Finite element method (FEM - Finite element method).

Inflatable wing is multivariable system, in which aerodynamic characteristics are defined by many interrelated factors - high-speed pressure washing, surface deformation, the pressure inside fender and other. Just take into account the relationship these parameters methods mathematical modeling is virtually impossible. This is confirmed by the lack of a in the cases reviewed work tasks flow around cylindrical wing with variable calculated net, as their decision requires substantial computing resources and time.

In general it can be concluded on the feasibility of methods development aerodynamics for the study of soft inflatable cushion wing aerodynamics.
As can be seen from materials analysis, presented in [5-10], that aerodynamic characteristics any objects have clearly defined form of its surface, and the movement parameters. Form the surface soft inflatable cushion wing is determined by the value an external ram and internal excess pressure. This fact determines, as at least two parameter - flight speed and interior boost pressure. Rigid wing determines its deformation, in the first instance this will effect the distribution of angles wing cross-section along the magnitude, which in turn is able to influence the changing aerodynamic performance.

Therefore, to obtain reliable information on the distribution of yarn along the magnitude is highly desirable for the qualitative relationship between the aerodynamics and deformation. To determine the actual distribution of angles wing cross-section variation in magnitude during the experiments it is advisable to use video footage.

Change the shape of the surface, of course, would have an impact on the nature of the currents at the boundary layer wing, you may have a local or large continuously flow from the surface, join-up vortices. To identify the presence of these factors can be seen using the method runaround imaging surface with the wool tuft, video their runaround.

In the present work it is also proposed to introduce another parameter - the width \( \alpha \) rigid inflatable cushion part of the wing. The rationale for such a proposal is the fact that over 70% aerodynamic load wing-the overwhelming majority of classical scheme picks up 30% of the area (or the chord wing) frontal part of it. Creating a multi-wing design will allow, without significant restrictions on portability, to achieve a higher aerodynamic characteristics, because 80% resistance wing is defined form and the quality of the surface frontal profile. The use of multi-design also will significantly reduce ground design, because cloth trim, selected by the value actual aerodynamic load may be more thin and lightweight.

As the prototype for the design a pilot model layout is selected light aircraft Aeroprakt A-20, because in the open sources [4] presented the results of an experiment model A-20 with the hard wing, held in a wind tunnel mocking TAD-2 NAU. The use of these data will enable reliable verification of the results obtained.

**CONCLUSION**

In our study determined the feasibility assessment of the impact on the aerodynamic characteristics the following parameters:
- stream speed \( V \);
- pressure inside wing \( P_w \);
- the act distribution yarn on sweep \( \phi (z) \);
- the nature of the flow surface runaround;
- Width rigid part front profile \( X_{solid \ part} \)

Measured parameters are presented below in the fig.
Fig. 3. Figure of the experimental wing
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CALCULATION RESEARCH OF AERODYNAMIC CHARACTERISTICS OF THE WINGS SMALL ELONGATION FOR LAYOUT THE AIRCRAFT WITH HIGH BEARINGS PROPERTIES

Considered the characteristics features of definition the aerodynamic characteristics unmanned aerial vehicle with short take off and landing, wing small elongation. Proposed the method of determination the coefficients of lift and drag with the annular wing UAV based on panel-vortex method. Completed an analysis of the influence of parameters on the layout calculated aerodynamic characteristics.

INTRODUCTION:

UAVs with short takeoff and landing - the aircraft which has the ability to take off and land without the use of prepared runway, almost vertically.

Significant increase in the operational capabilities of the aircraft is achieved in the implementation of the opportunities of vertical take-off. The complexity of the task is confirmed by the fact that aircraft with vertical takeoff exist in single copies, their payload is substantially below conventional aircraft.

Possibility of vertical take-off can only be realized with the help of aerodynamic layout features that deliver a substantial increase in bearing properties, and it requires serious calculation researches aerodynamic layout bearings properties.

Completed the calculated simulation influence of the carrier scheme - the elongation, the thickness profile, form wing in the plan on the aerodynamic characteristics carrier scheme, including the with the jet running screw. Proposed scheme Empennage, allowing to provide stability and manageability the aircraft in a wide range of flight speeds, angles of attack and slip, using the panel-vortex method method performed an evaluation of its effectiveness.

Based on the analysis results of the modeling various layout options UAV with high lifting properties, That allows us to realize the UAV start virtually from their seats place without complex control systems, while maintaining a performances and technical specifications - aerodynamic quality, maximum coefficient lifting force.

The practical significance of completed studies is formed methodical recommendations on the development of UAV with short takeoff and landing.

Relevance of my work is determined by the need to expand operational capacity through the implementation of the possible UAV short take off and landing provided ensure a high level of aerodynamic efficiency of the layout on the cruise phase.

The objective of the work. Develop methodology to layout UAV with high bearing properties, taking into account the influence of the parameters on its aerodynamic performance.
**Scientific novelty.** Scientific novelty of the work is determined by the need to improve performance characteristics designed UAV at the modes take-off and landing;
- The need for improving the existing scientific and methodological apparatus designed to calculate the aerodynamic characteristics of the UAV taking into account working screws.
- The need to obtain the calculated and experimental data on the interactions attached vortex wing small elongation, working with power plant.

**Task.** To create a theoretical model for the assessment of impact layout options, using the selected method computational aerodynamics.
- Perform the calculation of aerodynamic characteristics of different layouts UAV with high bearing properties, to determine the most appropriate version of the layout.

**The Plan experimental and computational model**

as a starting layout for the project made the search parameters disc-shaped wing tested in studies MAI gliders "Diskoplan" [1]. For the operational evaluation of layout solutions used panel-vortex method [2].

![Image](image.png)

Fig.1 Experimental Glider "Diskoplan"

The results tube tests, performed for the wings of small elongation in TSAGI demonstrate a very characteristic feature of wing small elongation circular shape - saving almost unseparated flow to large angles of attack simultaneously with an acceptable level of maximum aerodynamic quality – about 6 units

To determine the acceptable layout options was formed a number calculated models layouts bearing surfaces with elongation, equal to elongation range \( \lambda = 1.27 \) units. Consistently were investigated the effect of shape of the front edge of the wing in the frontal projection (straight line, circle, ellipse), the thickness of the wing profile shape of the contour of the wing in the planned projection, location and intensity of jet propulsion. Examples of calculation models are shown in fig. 2.

In the course of the study were taken such basic criteria as the maximum aerodynamic quality \( K_{\text{MAX}} \) and the degree of static stability. Characteristic compari-
son of results from different calculation models are presented in the form of a dependencies $\text{CY}(\alpha)$, $K(\text{CY})$.

![Fig. 2 Genesis calculated models](image)

![Fig. 3 dependencies $\text{CY}(\alpha)$ $v_j=1.2$](image)

![Fig. 4 dependencies $K(\text{CY})$](image)
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Conclusions

1. The change of law front edge in the frontal plane increases $K_{\text{max}}$, but $\Delta K = +10$ and bearing properties of a wing with all models are unstable and require stabilization $K_{\text{max}} > 0$.

2. Increasing the relative thickness $C_{\text{max}}$ Image quality significantly reduces $K_{\text{max}}$ models for $\chi^{1/4} = 0$, and $\chi = 0$ nk) but $c_{\text{max}} \approx 12\%$ this decrease slightly, which can be used in calculating the strength of the structure.

3. Formation carrier sweep pattern with zero axial chord $\chi$ significantly increases load-bearing properties as compared with the arrangement of the disc-shaped wing;

4. Most advantageous arrangement is the zero sweep axis $\chi$ chord and form a circle when viewed from the front - this provides the maximum lift of growth in comparison with the disc-shaped unit by more than a factor of 2. Virtually no loss of aerodynamic control.

5. Most tech is the airfoil shape model with a straight trailing edge, straight edge parabolic formed under the law circle in the plane $Y_0Z$. The change in aerodynamic characteristics in comparison with the results of model minor that allows to continue to prepare the layout of the disk around the propeller;

6. All models sweep angle 0 to the axis of the chords are resistant because $m^Z > 0$.

7. Location jet propeller position on $\chi/4$ chord with appropriate zero sweep and form a circle in the front view is impractical because influence on the aerodynamic characteristics of blasting layout negative - virtually unchanged lift increases resistance and instability support surface.
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8. Most convenient is the location of the screw at the rear of the wing layout. When this screw is located closer to the trailing edge, the more effective the jet affects the aerodynamic characteristics of the rotor arrangement.

9. Maximum lift coefficient at blasting layout can be more than 3 units, which corresponds to $C_{y \text{ max}}$ for transport aircraft IL-76 advanced 3-slotted wing mechanization in the landing configuration. In all cases the settlement calculation model is stable.

10. Zoom model the X-axis leads to a reduction of its load-bearing properties and a decrease in the stability, while "stretching" geometry chordal 1.5 times equivalent to a reduction of maximum lift coefficient at - 0.45 units.

11. With this change to the properties of the carrier $mX = 1.2$ slightly, which can be used to form a common support arrangement, since "Stretching" of geometry chord provides additional wing area.

12. The most optimal in terms of maintaining maximum carrying properties and maximum aerodynamic efficiency is to assemble the fuselage, the dual integral with the lower surface of the wing. In the comparison with the original layout of the carrier ring lift virtually unchanged, and the loss of maximum aerodynamic efficiency compared to other options the minimum possible;

13. Location fuselage axis of the ring from the aerodynamic point of view is impractical because is 2 times the maximum value reduces layout;

14. For detailed design is advisable to perform computational studies model with optimized position relative to the wing fuselage, wings and the presence of consoles motor channel ring.

15. Application in the aerodynamic configuration of the fuselage, oriented with respect to the linear current and associated wing ring allows for a significant increase in lift force even without the influence of the jet propeller. Sumax increment $\Delta C_{y \text{ max}} = 1.75$ compared to the original layout of the disc-shaped wing.

16. The original layout of calculation model also provides maximum aerodynamic efficiency over 2 times the value of $K_{\text{max}}$ for disc-shaped wing.

17. Application end of wings for the carrier ring makes a sustainable model that allows to use small size and mass of feathers.

18. Determined on the basis of previous studies in the presence of an arrangement of feathers with the above parameters is able to provide stability and control the UAV in the whole range of angles of attack and flight speeds.
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RESEARCH OF TECHNOLOGICAL PARAMETERS OF MANUFACTURE OF POLYMERIC PIPELINES OF AIRCRAFTS FOR INCREASE OF SAFETY OF FLIGHTS

The question of calculation of technological parameters of manufacture of polymeric pipelines for the aviation technics is considered. Speed characteristics are received at a polymer current on an initial site. Such characteristics are important for definition of time of heating of polymer and other technical characteristics by manufacture of pipelines. Definition of the above-stated characteristics is necessary for avoidance of the subsequent sudden destruction of the pipeline during operation and increase of safety of flights.

Calculation of technological parameters of manufacture of polymeric pipelines becomes complicated that high-speed characteristics of a stream non-Newtonian liquids on an initial site in a backlash between cylindrical surfaces cannot be defined in the regular way. Complexity of definition is connected with influence convection accelerations. Safety of flights depends on accuracy of calculation of technological parameters of manufacture of pipelines. Now such characteristics are defined experimentally.

The liquid current is described by the equations [1]:

\[ u \frac{\partial u}{\partial z} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{dP}{dz} + \frac{1}{y \rho} \frac{\partial}{\partial y} (y' \tau), \]

\[ \tau = -K \frac{\partial u}{\partial y} \quad (1) \]

\[ \frac{\partial yu}{\partial z} + \frac{\partial yv}{\partial y} = 0, \quad u = v = 0 \text{ at } y = 1 \text{ and } z > 0. \]

\[ \nu_x = u \nu_{zec} ; \nu_y = v \nu_{zec} ; \quad P = \bar{p} \nu_0 \nu_{zec}^2 ; \quad \tau = K \nu_{zec}^n R_{y,z}^n ; \quad y = \frac{h}{h_2}. \]

In the equations to - consistency a constant, \( \tau \) - tangent tension, \( n \) - a current index, \( \rho \) - liquid density, \( u \) and \( v \) speeds of polymer in the channel on axes, \( h_1 \) and \( h_2 \) distance from an axis to an external and internal surface of the channel accordingly, \( h \) - value of co-ordinate \( y' \).
Boundary conditions on a liquid input in the channel:

\[ u = v = 0 \text{ at } y = 1, 0; \]
\[ u = v = 0 \text{ at } y = \varepsilon, 0; \]
\[ v = 0 \text{ at } \tau = 0, y = \lambda \varepsilon, \]

where \( \varepsilon = \frac{h_1}{h_2}, \lambda \) - factor (an integration constant at \( \tau = 0 \)).

All sizes in the system of the equations the dimensionless.

We believe that the profile of speeds asymmetrically rather from a backlash, and in a laminar stream a maximum of speed depends only from \( \varepsilon_1 = \frac{h_1}{h_2}, \)

\[ v(z, \lambda \varepsilon) = 0 \text{ and } \tau(z, \lambda \varepsilon) = 0 \]

We multiply the equation on at and having integrated it on an interval \([\lambda \varepsilon, 1]\)

Let's receive:

\[ \int \int \int \int \frac{\partial u}{\partial \tau} + \int \int \int \int \frac{\partial (yv)}{\partial y} dy = -\frac{1}{\rho} \int \int \int \int \frac{dP}{dz} dy + \int \int \int \int \frac{\partial}{\partial y} (y, \tau) dy \]

We have:

\[ \int \frac{y u}{h_1} \frac{\partial u}{\partial z} dy = \frac{d}{dz} \int y \frac{u^2}{2} dy \]

\[ \int \frac{y v}{h_1} \frac{\partial u}{\partial z} dy = \left\{ \begin{array}{l} dQ = \frac{\partial u}{\partial y} dy, Q = u \\ P = yv, \frac{dP}{dy} = -\frac{\partial yv}{\partial z} dy \end{array} \right\} = \]

\[ = yvu \left\{ \int \frac{y u}{h_1} \frac{\partial u}{\partial z} dy = \frac{d}{dz} \int y u^2 dy. \right\} \]
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\[
\int_{\lambda e_1}^{1} \frac{\partial}{\partial y} (y, \tau) dy = y \tau \bigg|_{\lambda e_1}^{1} = \tau_{z=R_2}, \quad \text{Having accepted } \rho = 1
\]
\[
\frac{dP}{dz} \int_{\lambda e_1}^{1} y dy = \frac{1}{2} (1 - \lambda^2 e_1^2) \frac{dP}{dz}.
\]

Thus the equation gets
\[
\frac{d}{dz} \int_{\lambda e_1}^{1} y u^2 dy = -\frac{1}{2} (1 - \lambda^2 e_1^2) \frac{dP}{dz} + \tau_{z=R_2}.
\]

As \(\frac{dP}{dz}\) does not depend from at believing \(b(1), y=1\), we will receive
\[
-\frac{dP}{dz} + \tau(1) + \tau_1(1) = 0
\]

Or
\[
\frac{dP}{dz} = \left( \tau_{z=R_2} + \frac{\partial \tau_{z=R_2}}{\partial y} \right),
\]

\(\tau_{z=R_2}\) - tangent tension at a wall of the big pipe

Therefore
\[
\frac{d}{dz} \int_{\lambda e_1}^{1} y u^2 dy = -(1 - \lambda^2 e_1^2) (\tau_{z=R_2} + \tau_1(1)) + \tau_{z=R_2} =
\]
\[
= (1 + \lambda^2 e_1^2) \tau_{z=R_2} - (1 - \lambda^2 e_1^2) \tau_1(1).
\]

In the field of \(z \geq 0, \lambda e_1 \leq y \leq 1\) function \(U(z, y)\) we will accept the equation in a kind:
\[
U(z, y) = b(z) + 2 \left[ 1 - \left( \frac{y - \lambda e_1}{1 - \lambda e_1} \right)^{b(z)} \right]
\]

Also we will integrate the left member of equation
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\[
\int_{\lambda \varepsilon_1}^{1} y u^2 \, dy = \left[ \frac{b(z) + 2}{b(z)} \right]^2 \int_{\lambda \varepsilon_1}^{1} y \left[ 1 + \left( \frac{y - \lambda \varepsilon_1}{1 - \lambda \varepsilon_1} \right)^{2b(z)} - 2 \left( \frac{y - \lambda \varepsilon_1}{1 - \lambda \varepsilon_1} \right)^{b(z)} \right] \, dz
\]

Having designated integral we will receive

\[
I_1 = \int_{\lambda \varepsilon_1}^{1} y (y - \lambda \varepsilon_1) \, dy = \frac{z = y - \lambda \varepsilon_1}{dz = dy} \quad \text{where} \quad \int_{\lambda \varepsilon_1}^{0} (z + \lambda \varepsilon_1) z' \, dz =
\]

\[
= \frac{z^{t+2}}{t+1} \left|_{0}^{1} \right| \frac{1 - \lambda \varepsilon_1}{t+1} \left|_{0}^{1} \right| \frac{1 - \lambda \varepsilon_1}{t+2} = \frac{(1 - \lambda \varepsilon_1)^{t+2}}{t+2} + \frac{(1 - \lambda \varepsilon_1)^{t+1}}{t+1}.
\]

\[
I_2 = (1 - \lambda \varepsilon_1)^{t+1} \cdot \left( \frac{1 - \lambda \varepsilon_1}{t+2} + \frac{\lambda \varepsilon_1}{t+1} \right) = (1 - \lambda \varepsilon_1)^{t+1} \frac{t+1 + \lambda \varepsilon_1}{(t+1)(t+2)}.
\]

Hence

\[
\int_{\lambda \varepsilon_1}^{1} y u^2 \, dy = \left[ \frac{b(z) + 2}{b(z)} \right]^2 \left[ 1 - \lambda^2 \varepsilon_1^2 \right] + \frac{(1 - \lambda \varepsilon_1)^{3b(z)+1}}{(1 - \lambda \varepsilon_1)^{2b(z)+1}[2b(z)+1][2b(z)+2]}
\]

\[-2 \left( \frac{1 - \lambda \varepsilon_1}{b(z) + 1} \right) \left[ \frac{b(z) + 2}{b(z)} \right]^2 \left[ 1 - \lambda^2 \varepsilon_1^2 \right] + \frac{(1 - \lambda \varepsilon_1)[b(z) + 1 + \lambda \varepsilon_1]}{2[b(z) + 1][2b(z) + 1]}
\]

We differentiate the received expression on Z and substituting in the equation we will receive the differential equation for size b (z). It is necessary to notice that the decision of this problem at \( \varepsilon_1 \to 0 \) leads to the decision of a problem for a single pipe. For area \( \varepsilon_1 \geq 0 \), \( \varepsilon_1 \leq \lambda \varepsilon_1 \) for \( U(z, y) \) it is possible to prevent the equation in a kind:

\[
U(z, y) = \frac{b(z) + 2}{b(z)} \left\{ 1 - \frac{\lambda \varepsilon_1 - y}{\varepsilon_1 (\lambda - 1)} \right\}^{b(z)}
\]
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For construction of a profile of speeds it is necessary to construct the function schedule first of all:

\[
U(0,y) = \begin{cases} 
\frac{b_y(z) + 2}{b_y(z)} \left( 1 - \left[ \frac{\lambda e_i - y}{\varepsilon_i (\lambda - 1)} \right]^{b_i(z)} \right) & \varepsilon_i \leq y \leq \lambda \varepsilon_i \\
\frac{b_y(z) + 2}{b_y(z)} \left( 1 - \left[ \frac{y - \lambda e_i}{1 - \varepsilon_i \lambda} \right]^{b_i(z)} \right) & 
\end{cases}
\]

The received dependences of speed of a stream in a backlash between cylindrical surfaces allow to calculate technological parameters of manufacture of pipelines including time of heating of polymer. The decision of the equations is spent taking into account different curvature of a surface of an external and internal pipe of the channel on which polymer flows. Comparison of the received analytical dependences with experimental data allow to draw a conclusion on convergence of results of experiment and the analytical decision.
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FEATURES OF EXPERIMENTAL RESEARCH OF PRODUCTION OF AVIATION POLYMERIC PIPELINES ARE FOR THE INCREASE OF RELIABILITY OF EXPLOITATION OF AIR SHIPS

In article features of physical modeling and measurement kinematics and dynamics characteristics of a current of stream non-Newtonian liquids in a backlash between cylindrical surfaces are described.

At processing production of aviation polymeric pipelines of determination of kinematics and dynamic descriptions of technological processes and deformation descriptions of fusions are got as experimentally so in theory have a large practical value.

To research of flow of non-Newtonian liquids in a double pipes area the devoted row of researches in particular Leybenzon, Mak-Kelvi of Fridrikson and Bird et al.

If for non-Newtonian liquids flow in two-bin an area full enough studied, for non-Newtonian liquids analytical decisions carry more frequent close character. In the resulted researches absent information is about influence of terms of entrance on the parameters of stream in the area of initial area about distributing of speeds into account the difference of area of surface of external and internal pipe separate information about length of initial area which results in leading to... The feature of such equipment is that the workings areas of such equipment are short and flows there not stability according to a flow on a hydrodynamic initial area. For the calculation of equipment it is necessary to know kinematics and dynamic descriptions of stream, and also sliding which arises up. For example, kinematics and dynamic descriptions are needed for timing stay of polymer in a working area, to shut out his overheat and in some cases of burning which can result in the break of pipe during exploitation of air ship. It is also necessary to know the tangents of tension, exceeding of which conduces to large superficial heterogeneity, which results in the greater vibrations of stream, which in same queue leads to that polymer it goes out as the involutes stream which also results in large superficial heterogeneity distorted, which result in the pulsations of stream which also can result in the break of pipe during exploitation of air ship. If for a non-Newtonian liquid these tasks are decided, for the non-Newtonian liquid of decision carry close character, absent or incomplete information about length of hydrodynamic initial area distributing of pressure and tangents of tangents of tension.

In this time, for that, to start a machine in series it is necessary to make a model to conduct a physical design and only after this equipment started in a mass production that result in the high cost of products.

In actual work the physical design of flow of non-Newtonian liquid was conducted in a between too pipes area.

A mathematical design was before done it was based on the decision of the
system of equalizations of boundary layer which takes into account practically every-thing really possible variety of terms of entrance of stream in a channel at next maximum and initial terms. This system is universal. The chart of decision was specified at an analytical decision.

The physical design of flow was conducted on the specially collected stand which researches of kinematics were simultaneously conducted on, dynamic and reologic descriptions of stream of non-Newtonian liquid at its flow in a between two pipes area. As designing liquids were used aquatic solutions of PVS of brand 72 GOST 10779-69 and by part of sodium salt and KMC THAT 15-692-72. As designing liquids were used aquatic solutions of PVS of brand 72 GOST 10779-69 and by part of sodium salt and KMC THAT 15-692-72. Choice them based on that them reologic properties are such, as well as at fusions of polymers. The concentrations of races of work in connection with the wide range of the set indexes of flow hesitated from 0,5 to 1,5. Liquids long enough kept the structure and did not appear inflammable and toxic. The range of serves had an experimental stand from that answers speeds of change from 0,32 - 192 $\text{s}^{-1}$. Hydraulic part of stand is executed as reserved a contour and consisted of centrifugal the pump of Calpeda MGH with vector CU HITACHI Sg-200 and reverse connection on pressure and ventilator for cooling of electric motor of working area calming and downlow a tank and flowing a tank and induction flowmeter of RKE-29. The use of scalar CU to the pump appeared impossible in connection with that scalar CU does not provide a high circulating moment which necessary for the pumping-over of polymers. Use flowing a tank it is necessary for doing of pulsations of stream impossible which arise up in connection the features of non-Newtonian conduct of liquid.

Vector CU HITACHI Sg-200 tailed to PC for the change of fixing and control of parameters of electric motor of pump and ventilator. A working area is executed as glass twin-tubes of different diameter with the thickness of wall 0,5 mm and long a 1,5 meter. Distributing of pressure was measured by gauges. Reological of description was measured on the viscometer-stirrer of “Reotest 2”. Kinematics descriptions were measured on the specially collected laser doppler measuring device [ 4 ] of speed on the basis of differential chart theoretical development of which resulted in . However much the use of such chart in practice for research of non-Newtonian liquid appeared not impossible. Therefore such chart was done and complemented.

A chart consisted of helium - neon emitter of LG-79-1, which generates a ray, 0.63 mkm with the index of TEM (0, 0) by power to 24 mW. Power of laser radiation was regulated by CU. A ray from an emitter go on light divisible block, where divided into two rays for 50 percents of power. These two rays by specially constructed for such researches of lenses with a candle-power 1.2 and 50 mm. and 15 mm. focused focal distance in the probed point of stream of liquid.

Two lens was used for that, to measure local speed in the wide range of speeds in connection with that frequency of signal depends on a corner under which rays intersect and at the exceeded frequencies of signal higher 100 kHz frequency of signal will be is in the area of noises of radio frequencies and noises from a laser radiation in connection with the considerable not focusing of laser rays after their crossing in the stream of non-Newtonian liquid. As noises of radio frequencies on
amplitude higher, than amplitude of signal it would be impossible to measure a signal. To use a lens for focusing of rays at the liquid probed a point at measuring of epure of speeds in between pipe space it appeared impossible in connection with extraordinarily large aberration of rays on the edges of lens which increased due to heterogeneities which are present on-the-spot be what pipe and lens effect of pipe that led that the closeness of power of laser radiation in the point of measuring diminished so that measuring of epure of speeds appeared impossible. On that reason the use of prism appeared impossible for unlinking of laser ray. For diminishing of influence of surface of pipes on aberration in this work pipes were used with the thickness of wall 0,5 mm. In a lens which was created specially for such researches corrected aberration and the form of ray changed thus, that a cut of ray in the point of measuring was cylinder and also for doing of origin of effects of non-Newtonian optics impossible. A lens consisted of six lenses. As known every lens removes 5 percents of laser radiation. That the losses of power of laser radiation were made by the more than half of power that would bring a leadthrough over of experience to impossibility. In connection with foregoing it was done coverage on every lens which consisted of 16 layers. Such coverage allowed to decrease the losses of radiation which in all chart made not more than 3 percents. There was interference at crossing of rays. When parts which were in a liquid passed through this point from them a signal, proportional speed of part, was reflected. This signal through a lens with focal distance 50 mm and by a candle-power 1.4 focused on a diaphragm with the diameter of opening $2 \times 10^{-5}$ mm. Diaphragm opening determined size an experimental way. Diaphragm was used for that in order to avoid the hit of superfluous laser radiation and other light in photoelectronic for a multiplier so as such light has amplitude higher, than amplitude of signal and frequency the same as frequency of signal. For the increase of exactness measuring was conducted diaphragming of laser rays in a lens. Diaphragming it is in this case necessary for that, to increase the depth sharpnesses of image of intersection laser rays and avoid influence on measuring of local speed of nearby layers of liquid. Farther a signal was caught photo multiplier. In which on electrodes a signal increased and there was the first transformation of Furse. The place of location of photo multiplier got out on the basis of research of diagram of dispersion pseudo plastic liquid which investigational the author of the article first in-process. After a photo multiplier signal go on a switch, then on the specially developed rejector filter, for that, to select necessary frequency and then on a selective strengthener. The use of ordinary filters for such researches appeared impossible because as known every radio signal consists of spectrum of signals which have different frequency. Each of signals of this spectrum is responsible for the form of signal. The constituents of spectrum of signals at such researches coincide on frequency with frequency of noise. That ordinary filtration of signal resulted in filtration and constituents of spectrum of signal that and signal. It brought a lead through over of such experiments to impossibility. For development of filter for such researches it is necessary it was to consider every constituent of spectrum of signal. The lead through of such researches became possible at the use digital spectrum of analyzer in which the foreseen function of memorizing of all constituents of spectrum of signal. As known amplitude of spectrum constituents sharply diminishes at the changed frequencies from bearing to endlessness. Therefore on this go there
was the developed filter which simultaneously conducted filtration on amplitude and frequency of signal with such calculation, to skip fully bearing frequency and spectrum constituents and to filter noise only. Development of filters became complicated yet and those that frequency of signal changed depending on speed of particles. In accordance with it changed frequency and all constituents of spectrum of signal. Therefore filter members are neat thus, that fix changes of frequency of signal and his constituents of spectrum and accordingly to filter noise only. After a selective strenghtener a signal was given on the digital of “Rigol”. From “Rigol” an on a processor for that, to support the necessary level of signal when particles are not in the area of crossing of laser rays and then on the analyzer of spectrum of “Agilen”. On the analyzer of spectrum measuring of frequency of signal was conducted. From the analyzer of spectrum a signal is given on PC where registered and due to the developed software transferred in speed and the epure of speeds is built.

![Picture 1. Local speeds.](image)

The results of experimental researches were confronted with analytical, that allowed to draw conclusion about convergence of results experimental and analytical. An error makes no more one percent.

As a result of work the made method of calculation of technological equipment. On the basis of method the created program of calculation is on PC. The results of researches were inculcated on the row of enterprises of Ukraine.
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NEGATIVE SIDE EFFECTS CAUSED BY CORROSION PREVENTIVE COMPOUNDS

The possibility of negative side effects caused by the application of corrosion preventive compounds is discussed. It is shown that the corrosion preventive compounds being surfactants can influence on initial stage of fatigue crack nucleation, on the stage of fatigue crack propagation as well as they influence on the mechanical properties of riveted joints of aircraft structure. The necessity of the special tests directed on the revealing the side effect is grounded. Some methods for the side effects investigation are presented.

Introduction

Despite the development of new constructional materials and variety of methods and technologies against corrosion of aircraft components the problem remains actual.

Protection by the petroleum based corrosion preventive compounds (CPCs) or Corrosion Inhibiting Compounds (CICs) widely used due to the proved by years their efficiency. CPCs are applied to painted and bare metal surfaces, they act by spreading across surfaces and into crevices, displacing any water which may be present. The carrier solvent evaporates and leaves the film with hydrophobic additive and the inhibitors.

CPCs may include an oil, grease or resin based film former, a volatile, low surface tension carrier solvent, a non volatile hydrophobic additive and various corrosion inhibitors or surface active agents.

Thus, some CPCs may be considered as surfactants with expecting negative consequences.

The negative influence on the metal fatigue may be expected on the stage of the crack nucleation and on the stage of the fatigue crack propagation.

Some researchers have found the influence of preventive compounds on the fatigue of riveted joints.

Unfortunately, all related information has uncoordinated character and necessity of the systematic investigation is evident.

1. Influence of corrosion preventive compounds on the stage of fatigue crack nucleation

Taking into account the chemical composition of many types of CPCs there are enough arguments to consider these substances as surfactants. Thus the Rebinder effect [1] is expected. The Rebinder effect is the drop in mechanical strength and deformation and decomposition of solids through the reversible physicochemical action of a particular medium. The effect was discovered in 1928 by P. A. Rebinder.
in an investigation of the mechanical properties of the crystals of calcite and rock salt.

If the metal fatigue is considered, the Rebinder effect manifests change of correspondent dislocation structure of the surface layer as well as acceleration or deceleration of the damage accumulation process.

At National Aviation University the methodology of fatigue damage assessment based on quantitative analysis of the surface deformation relief has been developed [2]. The deformation relief have been observed and analysed on the surface of alcalad aluminium alloys D16AT, V95, 2024T3, 7075T6. The methodology relies on the possibility to measure intensity of the deformation relief by the computer aided light microscopy technique.

The evolution of the relief intensity presented in the fig.1.

![Fig.1 Evolution of the deformation relief under fatigue](image)

Some more sophisticated methods of nondestructive inspection of the metal surface can be used also, for example atomic force microscopy, scan microscopy, non-contact interference profilometry. All mentioned methods have been used in the researches conducted at National Aviation University.

It can be presumed that deformation relief being good indicators of accumulated fatigue can be used to reveal Rebinder effect produced by the CPCs and to assess associated loss of bearing capacity [3].

2. Influence of corrosion preventive compounds on the stage of fatigue crack propagation

Damage tolerance concept assumes the appearance and propagation of fatigue cracks. That’s why there is strong necessity to know all factors that affect cracks.

Analysis of researches in which aviation materials and components, treated by CPCs were tested, proves the possible of the harmful effect on fatigue crack propagation rate.

For example, the paper [4] presents the results of crack growth measurements conducted on aluminum alloy 2024-T351 samples, in normal laboratory air,
distilled water and an oily film CPCs commonly used in the aerospace industry. Samples subjected to medium to high stress fatigue in the CPCs environment exhibit an increase in crack growth rate of the order of 20%, compared to about 7% increase in distilled water. The influence of the environment is mainly seen as a change in the Paris coefficient $C$, with negligible change in the Paris exponent $n$. Authors of the paper consider some mechanisms by which the presence of CPCs increases crack propagation rates and recognize as necessary the further researches covering a wider spectrum of load levels, stress ratios, frequencies and materials.

Fig. 2. Acceleration of the crack rate caused by the environment [4]

3. Influence of corrosion preventive compounds on the fatigue of riveted joints

Some tests performed in different countries have shown the negative effect of the CPCs on the fatigue of the riveted structural components. Similar tests have been carried out at the National Aviation University in Kiev in the 1980s and in the Great Britain [5], Holland [6], Australia [7].

In one research [8] the specimens were subjected to constant amplitude fatigue testing, at different load levels. Two CPCs used to prevent aircraft corrosion were applied. The results showed that the application of CPCs reduced the fatigue life of single lap joints. The greatest reduction occurred when the joints were tested at intermediate load levels and at the upper bound of the low load levels; a reduction factor of two or more was found. At high and low load levels, a lesser reduction in fatigue life was observed.

Some possible mechanisms of the phenomena are still under discussions. A major factor in this drop of fatigue life could be the reduction of friction due to the lubricating properties of the compounds. The reduction in friction between connected sheets would cause more load to be transferred through the rivets. Such a change in load transfer mechanism would explain the changes observed in the fatigue of the joints.
As the corrosion remains to be one of the most probable and dangerous damage of the aircraft the new generations of CPCs will be under inventions and implementations. The necessity of the tests of their functional properties test is obvious. Not only protective efficiency is actual, as it is shown above.

The methodology of the test have to include three main branches:
1. Investigation of the side effects on the initial stage of the fatigue.
2. Investigation of the side effects on the stage of fatigue crack propagation stage.
3. Investigation of the side effects for the samples modeling structural components, especially riveted joints.

For covered by the aluminium layer alclad alloys the first point can be performed with the use of deformation relief parameters as quantitative indicators of the fatigue damage.

For the second point of the test methodology the crack must be monitored and correspondent parameters of the Paris equation to be calculated.

For the third point of the test program it is necessary to test specimens reflecting main particularities of the design, taking into account possible penetration of the compounds into the gaps between the bonded parts.

Conclusions

Application of the corrosion preventive compounds can lead to the drop of fatigue life of the constructional aluminium alloys. This effect may be revealed on the initial stage of fatigue and during the crack propagation stage for the simple standard specimens of materials. The negative effect can be observed also while the components of aircraft skin with riveted joints are tested. There is a set of different mechanisms for the harmful effects.

To prevent bad influence on aircraft service life the tests of the compounds intended for the implementation are mandatory. At the initial stage of fatigue the surface deformation relief can be considered as an indicator of the CPCs influence; on the stage of crack propagation correspondent influence can be revealed as a crack acceleration or deceleration. Special attention must be drown to the CPCs influence on the structural components, Here the effect may be more complicated and to include two mentioned above points as well as to be a result of the load redistribution between joined parts.
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STUDYING OF STEEL 12H18N10T PHYSICAL-MECHANICAL PROPERTIES CHANGES BY RESONANCE METHOD OF INELASTICITY CONTROLLING

It's shown the comparative results of values, that are describing of generalized damage parameter of steel 12H18N10T obtained by resonance method of inelasticity controlling for polished and not polished surfaces.

For an aircraft structure is most important next requirements: high static and fatigue strength in one hand and low weight of structure on the other. This conflicting demands are performed necessary safety level aircraft structure and make to develop methods of prediction of boundary level, connected with sudden bearing capacity decreasing. This methods should based on the understanding of the processes that take place in metals and alloys in different scale levels under fatigue. A lot of works describe material structural changes on nano-, micro-, meso- and macro levels, leading to the crack initiation that could be taken as a boundary condition [1].

The evolution of metal and alloys structure under fatigue change physical-mechanical properties of materials and applying of proper nondestructive methods in this case could give information about decreasing of bearing capacity.

There are carried out the fundamental researches in aircraft structure fatigue test laboratory showing that fatigue process has no any liner dependence and has complicated self-organized form with bifurcations points, cause of which is lying in different scale levels [2].

It's known that under cycling loading the damages accumulated with high intensive in the surface layer of material that is connected with the presence of free surface and dividing of material on two environment. According to this controlling of physical-mechanical properties changes in surface layer allows to estimate current level of material damage. For this purpose it was used local-sensitive method of statistics measurements of generalized damage parameter, developed in the Institute for Problems of Strength [3].

Fatigue test was performed as cantilever bending with constant amplitude allowing to obtain 490 MPa stress in control area and 25 Hz frequency. This tests were conducted on flat specimen from steel 12H18N10T. One side of the specimen was polished and the others side stayed unpolished. The measurement is carried out by the scanner device, schematic circuit of which is represented on Fig.1.

A generator generates signal with 19.64 kHz frequency for lines A and B. The value of this frequency entering into resonance the sensor and allows to obtain the feedback signal of the testing specimen in line C. According to this feedback, signal in line C has phase-shift angle in comparison with line A that is registered by means of
dual input sound card and interpret and recorded by software program. The results of scanning is describing by angle of phase shifting ($\Delta \varphi$) of lines A and C signals.

![Diagram of scanner device](image)

**Fig.1. Schematic circuit of scanner device**

For the statistic analyzes of the scanning results there are carrying out 10 measurements of the surface. The drawing of the specimen and principle of measurement area estimation is shown in fig.2a and fig. 2b correspondingly.

![Diagram of specimen and measurement zone](image)

**Fig.2. Drawing of the specimen (a) and measurement zone (b)**

Basing on this 10 measurements:
- the mean value of phase-shift angle:

$$\Delta \varphi = \frac{\sum \Delta \varphi_i}{10};$$

- the root mean square deviation (RMSD):

$$\sigma_{\Delta \varphi} = \sqrt{\frac{1}{10} \sum \left(\Delta \varphi_i - \Delta \varphi\right)^2};$$

were determined and used as material properties changes control parameters.

For the researching of the surface roughness influence on the measurement data polished and unpolished sides were controlled and RMSD founded. For polished side the value of RMSD was $\sigma_{\Delta \varphi} = 13.74$ degrees, for unpolished side the value of
RMSD was $\sigma_{\Delta \phi_{\text{UnPol}}} = 12.57$ degrees. It is no significant difference between this two values.

Next part of test was implemented for cycling loading researches. Studying of control parameters changes of polished and unpolished sides was made by periodically with 1000 loading cycles fatigue test interruption for specimen surface scanning. Results of this measurements are represented on fig 3 a and fig.3 b.

![Fig. 3. Mean value of phase-shift angle vs. cycling loads (a) and root mean square deviation of phase-shift angle vs. cycling loads (b)](image)

**Conclusion**

The dependences in Fig.3 have complicate form with wave shape tendency that may be explained by material structure evolution under fatigue process. Such behavior were described at works [2, 4] that makes method of material inelasticity controlling promising for nondestructive methods of material physical-mechanical properties studying.
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INFLUENCE OF LOCAL FATIGUE DAMAGE ON THE CRACK PROPAGATION RATE

Application of damage tolerance principle at operation of aircrafts assumes ability to predict propagation of fatigue cracks. Conducted experiments have proved that local metal damage accumulated due to cyclic loadings has influence on fatigue crack propagation, especially on the initial stages of crack development. Density of deformation relief at the stress concentrator is being used as damage indicator. It has been proved, that there exists correlation between time of crack propagation and saturation of deformation relief at the stress concentrator.

Introduction

Ensuring of effective and safe operation of aircrafts is based on the three principles of their design: Safe-Life, Fail-Safe and Damage Tolerance. The abovementioned methods do not contradict each other, but instead complement each other because of the fact that they are being applied to different aggregates, assemblies and parts of the structure. For thin-walled aircraft structures like fuselage, application of damage tolerance approach is most appropriate. In this case a clear need to develop a technique for reliable monitoring of fatigue cracks and prediction of their further propagation arises.

Linear fracture mechanics makes it possible to forecast fatigue crack kinetics by the means of empirical relationships developed by Paris and Erdogan [1], bounding speed of crack propagation $dl/dn$ with range of the stress concentration coefficient $\Delta K$ as

$$\frac{dl}{dn} = C(\Delta K)^q$$

Such approach does not take into account damage accumulated at the incubatory stage and possible differences of physical and mechanical characteristics of material at the moment of crack initiation.

In this article results of research, which has proved the possibility of fatigue crack propagation prediction based on correlation between deformational relief and rate of crack propagation, are being considered.

1. Deformational relief as an indicator of accumulated fatigue damage

Initial stage of alclad aluminum alloys fatigue is accompanied by formation and development of surface deformational relief, which consists of a set of extrusions, intrusions and slip.

It is possible to observe deformational relief by application of light microscope while assessing it quantitatively by means of digital pictures obtained at 200x-
In order to assess intensity of deformational relief a set of parameters have been introduced: damage parameter $D$, which characterizes its saturation, fractal dimensionality of clusters $D_{p/s}$, representing the shape of deformational relief clusters [2-4].

Damage parameter $D$ is determined as ratio of area with signs of microplastic deformation to the total area of the controlled area. Special computer aided optical equipment and software for automatic determination of damage parameter has been developed. Existence of correlation between value of the introduced parameter and amount of damage accumulated at the incubatory stage of fatigue has been proved.

2. Results of the experiments

The performed experiments were aimed at obtaining data about development of fatigue cracks in specimens of sheet alclad alloy D16AT and establishment of correlation relationship between duration of crack propagation and accumulated damage at the incubatory stage.

Specimens with side notch have been tested. Fatigue testing has been performed on a standard testing machine by axial tension with maximum cycle stress equal to 60.0; 70.0; 80.0 MPa with stress ratio $R=0$. Loading mode choice has been made taking into account real conditions of aircraft structures loading.

During the testing following parameters were recorded: value of damage parameter at the stress concentrator and corresponding number of cycles at the incubatory stage, number of cycles to 1.0 mm long fatigue crack formation, crack length and corresponding number of cycles at the crack propagation stage; time of specimen failure.

The amount of performed tests allowed to obtain kinetic diagram of fatigue crack growth (fig. 1), which leads to solution on the base of linear fracture mechanics.

Initial data for construction of diagram of fatigue crack growth includes fatigue crack length $l$ and corresponding number of loading cycles $n$, obtained from tests performed at maximum cycle stress $\sigma_{\text{max}}=60.0; 70.0; 80.0$ MPa with stress ratio $R=0$. Coefficients of Paris equation $C=9\times10^{-15}$ and $q=4.367$ have been obtained by approximation of experimental data shown at the fig. 1.

Paris equation satisfactorily describes experimental data corresponding to double logarithmic scale of linear interval II of kinetic fatigue failure and does not correspond to the non-linear intervals (I and III). It is assumed that the crack is propagating through undamaged material which does not differ from its initial state.
3. Prediction of fatigue crack propagation process based on parameters of deformational relief at the stress concentrators

Earlier numerous researches have proved the possibility of number of cycles till crack initiation prediction based on the deformation relief parameters – its saturation and fractal dimensionality [2-4].

In the presented research monitoring of the damage parameter $D$ at the stress concentrator during the incubatory stage of fatigue has been carried out. The limit value of the $D$ parameter has been determined, i.e. the value which corresponds to complete saturation of relief and fatigue crack initiation. It has been assumed that after the crack initiation deformation relief density at the stress concentrator does not change, which has been proven experimentally. Value of the damage parameter $D$ at the moment of crack initiation is referred to as critical damage parameter $D_{cr}$.

Critical damage parameter characterizes the material state at the crack initiation area. Regarding the fact that area of damage localization and deformation relief formation at the set loading parameters is equal to several millimeters, we can assume that there exists a close correlation relationship between the damage parameter $D_{cr}$ and the crack propagation process characteristics.

At the fig.2 as an example, dependence of propagation stage duration of the fatigue crack $N_{dur}$, measured in thousands of cycles on the critical damage parameter $D_{cr}$, obtained by testing with maximum loading 70,0 MPa with asymmetry coefficient $R=0$ is shown.

Given curve may be approximated by equation

$$N=4,9318-11,55\ln(D_{cr}),$$

which makes it possible to predict the crack propagation stage duration with help of critical damage parameter $D_{cr}$ at the stress concentrator. Accuracy of the approximation is represented by the determination coefficient $R^2 = 0,8139$. 

1.3.11
It’s worth mentioning that influence of the deformation relief on the crack propagation rate persists after its propagation beyond the borders of the specified area, though closeness of the connection between the critical damage parameter and the growth rate decreases. Determination coefficients values $R^2$ for dependences of crack propagation rate on the critical damage parameter are shown in the table 1.

**Table 1**

<table>
<thead>
<tr>
<th>Determination coefficient, $R^2$</th>
<th>Crack length, $L_{cr}$, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-4</td>
</tr>
<tr>
<td>0,915</td>
<td>0,8627</td>
</tr>
</tbody>
</table>

4. Results of crack propagation duration prediction

Results of fatigue crack propagation time prediction for 10 specimens at the maximum loading of 70.0 MPa and the asymmetry coefficient $R=0$ are given in the table 2.

Results of calculation performed by the two abovementioned approaches are represented by means of following notations:

- $N_{act}$ – actual duration of the crack propagation stage (10$^3$ cycles);
- $N_{D_{crit}}$ – duration of the crack propagation stage determined by the critical damage parameter (10$^3$ cycles);
- $N_{fract. mech}$ – duration of the crack propagation stage determined by the fracture mechanics technique (10$^3$ cycles);
- $N_{act} - N_{D_{crit}}$ – crack propagation stage duration prediction error when determining with the help of critical damage parameter (10$^3$ cycles);
- $N_{act} - N_{fract. mech}$ – crack propagation stage duration prediction error when determining with the help of fracture mechanics technique (10$^3$ cycles).
Durability estimation results have been obtained by the known classic fracture mechanics approach.

**Table 2**

**Results of alloy D16AT specimens endurance prediction**

<table>
<thead>
<tr>
<th>Spec.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{act.}$</td>
<td>41.2</td>
<td>22.1</td>
<td>25.7</td>
<td>25.8</td>
<td>25</td>
<td>25.8</td>
<td>24.6</td>
<td>15.6</td>
<td>21</td>
<td>35.2</td>
</tr>
<tr>
<td>$N_{Dcrit.}$</td>
<td>38.4</td>
<td>23.2</td>
<td>24.9</td>
<td>31.1</td>
<td>27.0</td>
<td>25.0</td>
<td>23.5</td>
<td>18.7</td>
<td>19.8</td>
<td>31.1</td>
</tr>
<tr>
<td>$N_{fract.}$</td>
<td>27.1</td>
<td>24.3</td>
<td>24.3</td>
<td>24.3</td>
<td>24.3</td>
<td>25.9</td>
<td>24.3</td>
<td>24.3</td>
<td>25.9</td>
<td>25.9</td>
</tr>
<tr>
<td>$N_{act.} - N_{Dcrit.}$</td>
<td>2.8</td>
<td>-1.1</td>
<td>0.8</td>
<td>-5.3</td>
<td>-2</td>
<td>0.8</td>
<td>1.1</td>
<td>-3.1</td>
<td>1.2</td>
<td>4.1</td>
</tr>
<tr>
<td>$N_{act.} - N_{act.mech.}$</td>
<td>14.1</td>
<td>-2.2</td>
<td>1.4</td>
<td>1.5</td>
<td>0.7</td>
<td>-0.1</td>
<td>0.3</td>
<td>-8.7</td>
<td>-3.3</td>
<td>9.3</td>
</tr>
</tbody>
</table>

As it is shown in the table above, absolute error of crack propagation stage duration prediction does not exceed $4.1 \cdot 10^3$ cycles, while the conventional approach only provides accuracy of $14.1 \cdot 10^3$ cycles.

**Conclusions**

Assessment of sheet alclad aluminum alloys may be performed by surface damage parameters at the stress concentrator. The predicted crack rate is the most correct at the initial stage of crack propagation, i.e. for the crack of the length till 4 mm. Comparison with the fracture mechanics approaches shows the advantages of the proposed method.
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ANALYSIS OF THE PLASTIC ZONE SIZE AND SHAPE FOR THE ALUMINIUM ALLOYS

The paper presents the results of the plastic zones size and shape investigation by the deformation relief on the surface of aluminium alloy. Fatigue tests of the specimens of the D16AT were conducted under the loading conditions close to the operational. It has been shown the possibility of plastic zone size and shape calculation for cladded and not cladded materials.

Introduction

The instrumental methods for the analysis of the shape and size of the plastic zones are used for the control, implementation and creation for the new models of fatigue damage accumulation and failure process. The size of plastic zone or radius (normal distance from the crack edge to the boundary of plastic zone) [1] gives the possibility to find the following parameters, which take place at crack growth: the maximum of stress intensity factor $K_{\text{max}}$, and maximum stress $\sigma_{\text{max}}$ of loading cycle, fatigue crack growth rate.

The determination of these parameters is used for the investigation of fatigue failures of aviation and other structures under the full-scale fatigue tests. Full-scale fatigue tests are needed because there are no unique methods of stress intensity factor calculation for any structure with damages in operation, there are a lot of factors which influence on the fatigue failure process and it is difficult to take them into account in analytical calculations. Aircraft fuselage structure is a good example of structure that is based largely on a slow crack growth rate design. The presence of large stress concentrators like holes for the rivets complicates the calculation of multi-site damage of fuselage skin, complicates the loads distribution, the distribution of stress, deformation and so it makes difficult to calculate analytically the stress intensity factor.

Experimental method

The plastic deformation of polycrystals is the deformation of grains (the changes in size and shape), their rotation and displacement relatively to each other. The presented optical method is used for the determination of zones where the grain rotation is occurs. It has been shown the comparison of experimental data with analytical data related to the plastic zone calculation. This method establishes the correspondence between the size and shape of grain rotation zones with the size and shape of plastic zone.

The fig. 1 shows the specimen of D16AT (the thickness of specimen is 1.2 mm) for the plastic zones experimental analysis. The specimen without initial crack was tested under the maximum stress 89.2 MP with stress ratio $R=0$ at frequency of loading 11 Hz.
The analytical form for the plastic zone calculations by Rice has the view [2]:

\[ R_{pc} = C(\Delta K/\sigma_{0.2})^{\lambda} \]

where \( R_{pc} \) – radius of plastic zone, \( C \) – coefficient (for current analytical calculation \( C=0.09 \)), \( \Delta K \) – amplitude of stress intensity factor, under \( R=0, \Delta K=K_{\text{max}} \), \( \sigma_{0.2}=270 \text{ MPa} \).

The maximum value of stress intensity factor \( K_{\text{max}} \) is determined as [3]:

\[ K_{\text{max}} = \sigma_{\text{max}} \sqrt{I} \cdot Y(\lambda) \]

where \( \sigma_{\text{max}} \) – maximum stress of loading cycle, \( I \) - effective length of crack (crack together with the stress concentrator), \( \lambda=I/b \), \( b \) – specimen width, \( Y(\lambda)=1.99-0.41 \lambda+18.7 \lambda^2-38.48 \lambda^3+53.85 \lambda^4 \).

The results of analytical calculation and experimental definition of plastic zone are shown in fig.2.

Fig. 2. Relationship between the radius of plastic zone and the length of crack: ○ - experimental data for plastic zone on the surface of D16AT without clad layer, ⬤ - experimental data for plastic zone on the surface of D16AT with clad layer, ● - analytical data.

The specimens of D16AT have layer of pure aluminum for the corrosion resistance. But for the mentioned above analytical analyses the influence of layer on plastic zone was not taking into account that is why the layer was removed from the surface of some tested specimen in a crack propagation area. The results of experimental investigation show that the layer does not influence on the size of plastic zones.
So it confirms the ability of method implementation to the analyses for alloys without cladding.

The data presented in the fig. 2 manifests close correlation between experimental data and analytical data. The maximum deviation of plastic zone size obtained experimentally in comparing with the analytical one is equal to the 0.4 mm. Thus this method is well grounded for the determination of plastic zones size and shape.

Algorithm of plastic zone determination in structural element includes the following procedure.

Before loading:
1. Determination of controlling area. The radius of plastic zone can reach approximately 8 mm under overloads.
2. Control area preparing by mechanical polishing with diamond paste for the elimination of any signs of roughness.

After loading:
3. Cleaning of the surface preventing any damages of deformation relief.
4. Tuning of light microscope for necessary scale (approximate magnification can be 50-80x).
5. The determination of a plastic zone boundary by the light microscope. During the changing of focusing we can see the changing of deformation relief signs. When observed area or a part of it is evenly diffused it means that there are no grain rotations in these observed area or its part.

The main features of relief images transformation where the grain rotation takes place are the following:
- during focusing within 2.5 µm from maximum sharp you can see disappearance of one slip lines and the appearance of another slip lines,
- during focusing within 10 µm from maximum sharp the images are saturated by details which keep their sharpness (hollows or tops of deformation relief).
- during the next focusing the images look like black and white signs. This feature can be taking into account for the definition of plastic zone boundaries only after previous two features.

Mentioned above features of deformation relief images under focusing one can see in the fig.3. At images of the same place at different focusing (the magnification is 80x) from the left side one can see the crack and deformation relief near the plastic zone, from the right side there are no any grain rotations. The boundary between area with the grain rotation and without grain rotation is corresponded to the boundary of plastic zone.

6. The determination of plastic zone size. It can be made with the distance measurement from the tip or edge of crack to the boundary of plastic zone.
7. The definition of plastic zone shape. It can be made directly during the observation of plastic zone in microscope ocular or by marking their boundary on panorama image of control area.

1.3.16
Fig. 3. Deformation relief images near the crack under focusing: a – with maximum sharpness; b – focusing is displaced to 2.5 µm; c – focusing is displaced to 7.5 µm; d – focusing is displaced to 12.5 µm.

Conclusions

The plastic zone of cracks and other stress concentrators is characterized by the rotation of grain on the surface of metals. This feature allows identifying the shape and size of plastic zone.

The next investigation will be devoted to the determination of size and shape of plastic zone with the light profilometer and the implementation of the method to the other aviation alloys.
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FATIGUE CRACK GROWTH MODELING IN THIN ALUMINUM PLATE UNDER ASYMMETRICAL CYCLIC LOADING ALLOWING FOR DAMAGE ACCUMULATION

The theoretical approach to the modeling of fatigue fracture based on the joint consideration of concepts of fracture mechanics and concepts of the continuum damage theory is presented. Using the equivalent stresses criterion allows to reduce asymmetrical loading cycle to the equivalent symmetrical cyclic loading on rupture time.

Introduction

Many structural elements in the aircraft are subjected to complex of static and cyclic loads with different stress ratio of asymmetrical cyclic loading. As is known, the main cause of failure of such structures is fatigue fracture. Experimental data was confirmed that the effect of mean stresses of asymmetry cycle has significant influence on the fatigue crack growth rate. The problem of the prediction of the term of the safe operation of aircraft - is a very important and actual. Mainly its solution related to the definition of the kinetics of fatigue crack growth based on building model of fatigue fracture. Recently, models based on accounting damage accumulation in the material of the structure take a special place.

Experimental approach to building models of fatigue fracture is connected with the conduct of complex tests and obtains on their basis of empirical relationships. The experimental identification of the damage parameter is offers difficulty. For example, the density of deformation relief at the stress concentrator is used as damage indicator [1].

The present work is the development of a theoretical approach [2,3], based on the joint consideration of the concepts of fracture mechanics and mechanics of continuous damage. The fatigue fracture process is described by scalar function of damage. The criteria of continuum damage mechanics are used as the fatigue crack extension force. The two-stage model of fatigue crack growth is build and the kinetic ratio to estimate the rate of fatigue crack growth are obtained from the solution of the non-linear integral equation for fatigue crack front movement. The model was tested on the solution of the problem of central crack growth in thin rectangular plate under uniaxial asymmetrical cyclic tension-compression.

Formulation of the problem and background

Let’s consider a normal tensile crack with initial half-length \( \ell_0 \) in a thin finite isotropic plate with width \( W \) and height \( H \) in plane stress state. The crack is growing along the \( x \) – axis and the center of the crack is at \( x = 0 \). The plate is sub-
jected to uniform uniaxial asymmetrical loading $\tilde{\sigma}$ applied to the ends of the plate along the $y$ – axis and can be represented in the form

$$\tilde{\sigma} = \sigma_m + \sigma_a g(n),$$  \hspace{1cm} (1)

where $\sigma_m$ and $\sigma_a$ – is mean stress and stress amplitude values according, $g()$ – is a known alternating function of a number of cycles $n$ of a change in stresses $(n = ft)$, $t$ – is the physical time, and $f$ – is the loading frequency.

The problem is to derive a two-stage model of the fatigue crack growth in a thin finite plate/ In fact the problem can be reduce to specify the relation

$$\frac{d\ell}{dn} = F_1(\sigma_a, \sigma_m, \ell, H, W, C_i)$$  \hspace{1cm} (2)

where $N_i$ – are material constants ($i = 1, k$).

Fatigue crack growth model is based on joint solving of the problem of determination of the local stress field at the moving crack tip and the problem of formulation of criterion of fatigue crack propagation using the concepts of damage mechanics.

Suppose that any asymmetric loading cycle can be reduced to the equivalent symmetrical cyclic loading on rupture time using the equivalent stresses criterion can be represented in the form

$$\tilde{\sigma}_{eqv} = \tilde{\sigma}_a = \sigma_m \left[ 1 - \frac{1}{2} \left( \frac{\pi \sigma_m}{2 \sigma_B} \right)^2 \right]^{-\eta},$$  \hspace{1cm} (3)

where $\tilde{\sigma}_a$ – stress amplitude of equivalent symmetric cycle, $\eta$ - sensitivity coefficient of asymmetrical cyclic loading.

The fatigue crack is considered as a narrow, sharp-tipped slot. The modified Dagdale model [4] is used to describe two different plastic zones formed at the crack tip. One of which $\lambda_m(t)$ – is a monotonic plastic zone which occurs in the half-cycle of tension and stress in the zone is limited by the yield stress $\sigma_Y$. Another one $\lambda(t)$ – is cyclic plastic zone formed in the half-cycle of unloading. Its length in the plane stress state is determined by the scale of stress $\sigma_{max} - \sigma_{min}$ and stress along its length changed from $-\sigma_Y$ to $\sigma_Y$. Outside of the plastic zone the material of a plate is deformed linear- elastically.

The stress distribution in the vicinity of the fatigue crack tip at any time moment is determined by solving the boundary value problem of elasticity theory with a moving boundary. The set of corresponding simultaneous equations includes: equilibrium equations:

$$\frac{\partial \sigma_{xx}(n)}{\partial x} + \frac{\partial \tau_{xy}(n)}{\partial y} = 0, \quad \frac{\partial \tau_{xy}(n)}{\partial x} + \frac{\partial \sigma_{yy}(n)}{\partial y} = 0,$$  \hspace{1cm} (4)

1.3.19
compatibility equations in the terms of stress:

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \sigma_{xx}(n) + \sigma_{yy}(n) = 0 ;
\]

boundary values for plate in form:

\[
\sigma_{xx}(n) = 0, \quad x = \pm \frac{W}{2}, \quad -\frac{H}{2} \leq y \leq \frac{H}{2}
\]

\[
\sigma_{yy}(n) = \begin{cases} 
\pm \sigma_0, & y = \pm \frac{H}{2} ; \\
0 & y = 0 \\
\sigma_0, & 0 \leq n \leq n_* \\
\sigma_0, & n > n_*
\end{cases}
\]

The process of the fatigue macrodamage accumulation takes place on the plate and crack front and its extension. The damage level is specified by a scalar damage function \( \omega(n,x) \) which accumulation kinetics is given by the differential evolution equation:

\[
\frac{\partial \omega(n,x)}{\partial n} = D \left[ \frac{\Delta \sigma_{yy}(x,n)}{1 - \omega} \right]^q ,
\]

here \( D \) and \( q \) are material constants to be determined experimentally. The initial and boundary values:

\[
\omega(x,0) = 0, \quad \omega(x,n_R) = 1.
\]

According to presented model the fatigue crack increases step by step on the length of cyclic plastic zone when damage function equal 1 along its length. The lengths of plastic zones near crack tip are defined on base modified Dugdale model:

\[
\lambda(\ell(n)) = \frac{1}{8} \left( \frac{\pi \sigma_0 \cdot f_0 \ell(n)}{2 \sigma_Y} \right)^2 \ell(n),
\]

where \( f_0 \left( \frac{H}{W}, \ell(n) \right) \) - correction function for central cracking finite plate.

**Model of fatigue crack growth**

As a result, the joint solution of equations (3) - (9) we obtain the fundamental relations model for the fatigue crack growth [3]:
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Models of the fatigue crack growth (10) involve material constants $\sigma_Y$, $\sigma_B$, and coefficients $D$, $q$, $\eta$.

The first group $\sigma_Y$, $\sigma_B$ are determined from stress-strain diagrams in uniaxial tension tests.

The second group involves $q$ and $D$ coefficients and characterizes the material resistance to the accumulation of scattered fatigue macrodamage. The values of $q$ and $D$ are calculated by results of standard fatigue tests of plain cylindrical specimens under uniaxial reversed tension-compression presented in a form of the Wöhler curve.

The coefficient $\eta$ - is determined from experiments on fatigue of smooth cylindrical specimens under tension-compression at different degrees of asymmetry cycle by minimizing the functional

$$
\Phi \left( \frac{\sigma_m}{\sigma_B}, \eta \right) = \sum_{i=1}^{k} \left[ \frac{\sigma_m}{\sigma_B} - \left( \frac{\sigma_{n_i}}{\sigma_{n_0}} \right) \right]^2 = \min
$$

Where in - $i = 1, k$ the number of experiments with different kinds of asymmetry cycle, $\sigma_n$ - fatigue limit symmetrical loading cycle corresponding to the same durability.

Example

Thus, in what follows the study of some features of fatigue crack growth in thin finite plates made of materials with different stress range values may be of interest. The calculations are carried out for original crack length of $\ell_0 = 2.54\text{mm}$ in the plate with width $W = 305\text{mm}$ and height $H = 889\text{mm}$ under asymmetrical high-cycle loading. The material investigated is aluminum alloys 7075-T6 ($\sigma_Y = 523\text{MPa}$, $\sigma_B = 571\text{MPa}$, $q = 9.23$, $\eta = 3.57$, $D = 3.33 \times 10^{-29} (\text{MPa}^3 \cdot \text{cycle}^{-1})$).

Kinetic diagram fatigue crack growth
at different stress ratio of asymmetrical cyclic loading is on fig.1, where:

$$\frac{d\delta}{dn} = \left(1 + \frac{1}{q}\right) D \frac{2n^2}{\pi^5} \left\{ \frac{2\sigma_y}{\sigma_y^2} \right\}^{-1} \cdot \Delta K_{eff}^2 \frac{H f(\alpha)}{W}$$

(12)

$$\Delta K_{eff} = \sigma_0 \left[ 1 - \frac{1}{2} \left( \frac{\sigma_{\alpha}}{2\sigma_y} \right)^2 \right]^{-\frac{1}{2}} \sqrt{\pi \eta} \cdot \sigma \frac{H f(n)}{W}$$

(13)

The satisfactory agreement between the calculated results and experimental data [5] allows us to insist on the adequacy of the constructed model.

**Conclusion**

The paper presents the theoretical approach to construct a phenomenological two-stage model of the fatigue crack growth at asymmetrical loading, based on joint consideration of concepts of fracture mechanics and continuum damage mechanics.

The material constants and coefficients used in constitutive set of model equations determined also the properties of materials and independent on crack geometry because they are calculated by the results of standard tests of plain cylindrical specimens. Using the equivalent stresses criterion allows to reduce asymmetrical loading cycle to the equivalent symmetrical cyclic loading on rupture time. The calculation results within the framework of the model for 7075-T6 agree well with experimental data.

**References**


1.3.22
DAMAGE OF FIBER REINFORCED POLYMER MATRIX COMPOSITES FROM A DROP-WEIGHT IMPACT EVENT

Damages of different fiber-reinforced polymer matrix composites namely carbon fiber reinforced plastics (CFRP), glass fiber reinforced plastics (GFRP) and TWINTEX thermoplastics from a low-velocity drop-weight impact event have been investigated. Investigation results are presented in form of graphs. Conclusion about resistance of these materials to impact loading was made, the most resistant are TWINTEX.

Composite materials (CM) successfully replace traditional metals in structures of modern aircraft of both military and civil purposes that allowed a significant increase in their efficiency. Speaking about military aircraft structures, CM have practically replaced traditional metals [1], while the most modern B.787 has 50% of mass made of CM and the A350 has up to 53%. In structures of modern aircraft they usually use polymer composite materials (PCM) which are much more technologically advanced than analogical metals and have by 40% less weight, but they are significantly more expensive. The most widespread PCM in aircraft structures are CFRP due to high rigidity but they, like most of PCM, are susceptible to impact loadings that occur during operation. Taking this into account, there is a significant problem to investigate PCM resistance to impact loading. Especially relevant investigation is that of the damage of CM from a low-velocity and low-energy impact at which the front side has barely visible damage while the back side has a significant one. A typical fashion of a Barely Visible Impact Damage (BVID) of a CFRP is presented on Fig. 1.

Work [2] presents results of different CFRP specimens investigation damaged by impact events of different energy ranged from 4 J up to 40 J. Damages dimensions were determined with the help of computed tomography, ultrasonic C-scan method and optical locking thermography.
Particular investigation is devoted to testing of specimens made of CFRP and GFRP with epoxy bonding agent and thermoplastic CM TWINTEX with polypropylene base with the aim to compare damages at similar energy and after-damage strength estimation.

Up to date there are different standards concerning CM testing with a low-velocity impact event. Primary are the following ones: ISO18352, ASTM D7136, ASTM D7137, DIN 65561, prEN 6038, NASA RP 1092 ST-1, Airbus AITEM 1.0010, Boeing BSS 7260 – type II, SACMA SRM 2R-94, CRAG method 403. Methods, installations and specimens detailed analysis according to the given standards is given in the presentation [3]. Tested specimens have 100 × 150 mm² sizes and are fixed on impact support fixture base with a rectangular cut-out with sizes of 75 × 125 mm² while the only CRAG method 403 standard specifies the opening diameter to be 140 mm. Particular standards are practically identical concerning methodology of testing conducting. Impact event is caused by falling weight of mass $m$ [kg] from height $h$ [m], the weight has a spherical shape of 16 mm size, the falling weight mass differs from standard to standard according to the range of 1 ÷ 6.8 kg, while the impact energy is calculated by the following formula

$$E = mgh,$$

where $g$ is gravity acceleration [m/sec²].

Low Velocity Impact (LVI) resistance depending on composite material based on epoxy matrices Fiber Volume Content (FVC) is considered in work [4]. Work [5] is devoted to complex investigation of damage resistance of CFRP with different matrices and FVC.

Particular testing requires a special installation which has been designed and built in National Aviation University Mechanical department research laboratory. General view of the installation is presented on Fig. 2a.

![Fig. 2. Impact testing installation (a) and its basic components (b) and (c).](image)

A specimen for testing with sizes of 100 × 150 mm² is fixed on impact support fixture base with a rectangular cut-out with sizes of 75 × 125 mm² of the
whole rigid base (see Fig. 2b) with the help of special stiff rubber-ended clamps (see Fig. 2c).

ASTM D7136/D7136M – 05 standard was chosen for experimental investigation of specimens damage resistance. According to this standard, specimens testing is provided by a drop-weight impact event with specified energy and further determination of damage parameters. To compare low-speed impact event resistance three different composites were chosen: CFRP, GFRP and TWINTEX thermoplastic. Particular materials were used to produce three series of specimens for testing.

The first series was made of CFRP with epoxy-base bonding agent with average material thickness of 1.8 mm. The second series of specimens was made of GFRP phenol-epoxy glass-fabric-reinforced laminate which is a sandwich material obtained by method of hot pressing of glass-fabrics soaked with thermoreactive bonding agent based on superposed epoxy and phenol resins with average thickness of 1.62 mm. The third series of specimens is made of modern TWINTEX material, the base of which is fiberglass connected by polypropylene matrix. This material is produced by lining layers of a special fabric which is webbed from twisted beams of glass and polypropylene fibers with further thermopressing at temperature of about 200°C.

The particular series of specimens were tested with the following range of impact energies: 2.07 J, 4.01 J, 6.06 J, 12.4 J and 24.8 J. Fig. 3 presents after-damage energy-corresponding fashion of specimens front side, while energy of 24.8 J was used for TWINTEX composite only.

![Fig. 3. Front side specimens damage fashion](image)

Back sides of chosen CM are quite more damaged than the front ones. Fig. 4 presents after-damage energy-corresponding fashion of specimens back side.

With the help of special device equipped with high-precision clock-type indicator (Fig. 5a) all specimens damage depths were measured. Diameters of damage as the biggest its dimension were measured with the help of digital caliper (Fig. 5b).
Damage depth and diameter measuring results are presented in form of graphs (Fig. 6a and Fig. 6b, respectively) that illustrate the dependence of these values on impact energy.

**Conclusions**

CFRP specimens turned out to be much less resistant as compare to that of GFRP and, especially, TWINTEX. This is explained by the fact that CM with stiffer fibers are less resistant to low-velocity impact event action.
Damage sizes of CFRP quite exceed that of GFRP and TWINTEX. Namely, at equal impact energy CFRP damage depth is 10 times more than that of the GFRP and TWINTEX. Damage diameter of CFRP is 1.5 times and 4 times more than that of GFRP and TWINTEX correspondingly. Damage depth variation is quite well approximated by polynomial function (Fig. 6a), while damage diameter - by log function (Fig. 6b). This statement holds true for materials chosen for the particular testing.

The chosen CFRP has shown quite high impact sensitivity. Ballistic limit for that material hardly exceeds 6.7 J impact energy per 1 mm of thickness, which is typical in ASTM D7136/D7136 M – 05 standard.
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TO THE QUESTION OF THE AIRPLANE CONSTRUCTION DAMAGE BY THE SOIL SOLID PARTICLES IN THE OPERATION

The analysis of the airplane aggregates damage reasons in case of maintenance on soil runways was carried out. The damage process of the airplane skin from impacts with flying soil particles was considered in detail. For development of protection measures, the approach for determination of the intense deformed skin status after impacts was offered.

In the case of takeoff and landing on soil and unprepared airfields, of flying at small heights and in the dust air conditions impacts of various on mass, form and hardness soil particles with an airplane covering take place.

As a result the following consequences are watched:
- aero abrasive wear by the dust-like particles of the airplane aggregates (bottom face of a fuselage covering, wing front edges and plumage, air screw, etc.);
- fatigue failure of a covering as a result of the oscillatory intense deformed status (IDS) arising because of impacts by particles;
- combination of aero abrasive wear and fatigue failure.

If from aero abrasive wear effective protect paint and covers exist and are applied, from fatigue failure the only way of protection is a lowering of level of tension to values, below an endurance limit.

Lowering of friction and wear in technique is the major economic task therefore it is very much published and is published scientific and technical literature on this subject, for example, [1-2]. Scientific bases of prediction of wear by particles in an air flow (aero abrasive wear) are created in scientific researches of the Kharkov aviation institute [3-5] which main results is determination of the boundary separating corrupting by micro cutting from accumulation of fatigue exhaustion of bearing capacity.

The analysis of operating conditions, for example, of Antonov Company airplanes which can fly up and sit down on the soil runways, including pebble and gravel, shows that a pacing factor of damageability of a covering are rather large solid particles of soil which are taking off from under wheels of the chassis. It leads, on the one hand, to appearance of the scratches and dents reducing fatigue longevity, and with another – to accumulation of classical fatigue because of cyclic loading as a result of impact. For construction protection, special impact proof paint and various special polymeric coverings are applied, but their stiffness characteristics are incomparable less, than the covering reinforced by stringers or with filler. Questions of abrasive wear of polymeric materials are rather deeply studied, for example, [1, 2, 6, 7], but generally at the level of micro cutting and wear of material. Thus, in the literature practically there are no data on research of the airplane construction behavior as a result of intensive “bombing” by solid macroscopic particles. It is caused by that it is necessary to consider the intense deformed state of a real covering, which differs for each plane.

The covering of the airplane aggregates always consists of the thin leaf reinforced in two directions by stringers and frames or ribs, and flexural rigidity of a reinforcement is much more, than coverings. This circumstance allows putting experi-
ments on the plane samples from a leaf imitating a covering section between the adjacent strengthening elements. Similar arguments are fair and for panels with filler. Thus, the pilot studies of solid particles impacts on a covering can be realized on plane samples of covering material with a covering or without it, clamped on a circuit between rigid sponges that provides in physical and mathematical sense bearing conditions between the hinge and seal and corresponds to a covering bearing on stringers or frames (ribs).

The pacing faulting factors of chassis of solid particles scattering from under wheels are the speed of their concussion with a covering and their mass. Appearance of scratches depends on speed, being a consequence of micro cutting, and the mass through kinetic energy defines quasistatic intense deformed state and accumulation of fatigue damages. Covering concussion with rather big particles at speeds smaller, than is necessary for micro cutting, leads to origin of the flexural intense deformed state, as a result of which probably static corrupting in the form of holes, initialization of oscillations and covering vibration with tension causing accumulation of fatigue damages, and to longevity lowering owing to cyclic loading by periodically striking particles.

For the quantitative assessment of these phenomena, it is necessary to synthesize the estimated diagram for the intense deformed state determination. The most suitable models are built based on the plate bend theory by the concentrated forces or the efforts distributed within the given section for which in literature there are appropriate equations and finite formulas.

Thus, in view of impossibility of the pilot study of solid particles with a covering of the real airplane, it is expedient to put experiences on model samples for which there are ready or requiring insignificant modification formulas and dependences. This approach is justified as well by that there is a real research of different protecting and paint covers behavior, and airplane coverings with a covering in all interval of operational temperatures and taking into account other climatic factors. The most complete information in case of insufficient resources of the test equipment and data-acquisition equipment can be received as a result of static loading with observance of equality condition of scattering particles kinematics energy, loading indenter operations and potential energy of airplane covering deformation. Considering complexity of the phenomenon of interaction of the flying solid particle with rather flexible covering for creation of required model, it is expedient to use phenomenological approaches among which laws of conservation of energy and movement pulse are effective. In the linear setting the covering deflection from point loading is directly proportional to operating force and then the operation made by a particle on covering deformation is equal (fig. 1).

\[
A = \frac{1}{2} R_y \omega
\]

where \(R_y\) – a normal component of force value at the time of a particle full braking, \(\omega\) – covering displacement under the influence of particle impact.
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Operation of a solid particle on covering deformation is equal to the particle kinetic energy and to the construction elastic deformation energy $U$, i.e.

$$A = \frac{1}{2} m (v \sin \alpha)^2 = U$$

where $m$ – particle mass, $v$ – full speed of a particle at the time of concussion, $\alpha$ – angle between a velocity vector and an axis $x$ (see fig. 1).

For computation of elastic deformation energy $U$ classical expression, which is related to an orthotropic plate and has an appearance \[8\], is used:

$$U = \frac{1}{2} \left[ D_1 \left( \frac{\partial^2 \omega}{\partial x^2} \right) + 2D_2 \mu_{x\theta} \left( \frac{\partial^2 \omega}{\partial x \partial \theta} \right) + 4D_2 \left( \frac{\partial^2 \omega}{\partial \theta^2} \right) + 4D_2 \left( \frac{\partial^2 \omega}{\partial x \partial \theta} \right) \right] dx dy$$

where integration is made on all surface of a plate. In this formula, it is designated:

$$D_1 = \frac{E \varphi}{12(1-\mu_{x\theta} \mu_{x\theta})}; \quad D_2 = \frac{E \varphi}{12(1-\mu_{x\theta} \mu_{x\theta})}; \quad D_3 = D_2 \mu_{x\theta} + 2D_2; \quad D_4 = \frac{G \varphi}{12},$$

where $E, G, \mu_{x\theta}, \mu_{x\theta}$ – covering material elastic constants in the coordinate system matching orthotropic axes.

Thus, knowing the form of a covering curved surface as a result of interaction with a solid particle $\omega (x, y)$ from the second member of equation (2) it is possible to find value of the maximum deflection, and then from equality (1) value of force is defined, knowing which it is possible to model the intense deformed state in a contact zone, i.e. to solve the problem of the local intense deformed state. Considering the covering intense deformed state from influence of particles separately, i.e. without tension from loadings aboard the plane as a whole (it is justified by the superposition principle for linearly deformable systems), we will accept that membrane efforts in a covering are absent (tension from the force $R_t$ (see fig. 1) are rather small for the case of micro cutting absence). Then normal $\sigma_x$, $\sigma_y$ and shearing stresses $\tau_{xy}$ can be computed on formulas:
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\[
\sigma_z = -z \frac{12 D_z}{\delta^3} \left( \frac{\partial^2 \omega}{\partial x^2} + \mu_y \frac{\partial^2 \omega}{\partial y^2} \right) - z \frac{E_z}{1 - \nu_z \nu_y} \left( \frac{\partial^2 \omega}{\partial x^2} + \mu_y \frac{\partial^2 \omega}{\partial y^2} \right),
\]

(5)

\[
\sigma_y = -z \frac{12 D_y}{\delta^3} \left( \frac{\partial^2 \omega}{\partial y^2} + \mu_y \frac{\partial^2 \omega}{\partial x^2} \right) - z \frac{E_y}{1 - \nu_z \nu_y} \left( \frac{\partial^2 \omega}{\partial y^2} + \mu_y \frac{\partial^2 \omega}{\partial x^2} \right),
\]

(6)

\[
\tau_{yx} = -z \frac{24 D_{yx}}{\delta^3} \frac{\partial^2 \omega}{\partial x \partial y} = -2 \frac{G_{yx}}{\delta} \frac{\partial \omega}{\partial x \partial y}.
\]

(7)

In these formulas \( z \) is a coordinate on a normal to a curved surface that is digitized from the covering middle thickness. The classical dependences given above completely define the covering panel intense deformed state in the presence of the surface curved form equation.

Thus, the careful analysis of the reasons and nature of the airplane construction damages in the case of maintenance on soil runways is carried out. The approach for the determination of the covering intense deformed state after concussion with soil solid particles that is important for development of possible protection methods of the fuselage bottom surface is offered.
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This report provides a comparative analysis of the possibility of methods based on ion-marker theory in external contour aircraft wing diagnosis. Considered foreign and Ukrainian methods of diagnosing the external contour of the wing in flight. Proposed a method based on ion-marker theory as a perspective.

Well known that aircraft wing is a complex system exposed to external mechanical, biological and electrical influences, which significantly reduce the airplane safety. According to the analysis of statistical data, 21.1% of bird strikes occurs in the wing. In the United States in the period from 1990 to 2011 were 25,847 cases of collisions with birds that fell on the wing[1]. The current trend growth air traffic intensity, and collisions with foreign bodies, put these factors on the third leading cause of aircraft incident. Existence of a diagnosing system of the state of the external contour of the wing in flight, allows timely spot, time, place and degree of damage, and makes it possible significantly reduce number of aircraft incident.

At the moment, questions of diagnosing the external contour of the wing in flight are developed both in Ukraine and abroad. Method of diagnosis based on the registration of changes of the aerodynamic forces and moments is relies on fact that damage of the external contour lead to a change in distribution of the aerodynamic forces and moments, and as a result, a change in the total resultant forces, and plane centering. Dimensionless aerodynamic coefficients of forces and moments in the case of sudden damage to the surface of the airframe has features not only the angles of attack and sideslip, Mach number, altitude, centering, ground proximity, deviations of the controls and configuration of aircraft, but also features the time location and extent of damage. However, these methods require special power sources, additional internal volume to accommodate the sensor, moreover changing the weighting characteristics of the wing.

The fiber-optic method is based on the integration of ultrathin fiber sensors embedded in composite construction material aviation, which give an opportunity of real time diagnoses of the time, place of emergence, the nature and extent of the damage in flight. In particular, the type of sensor, known as Bregs fiber grating (VRB). The sensor has shown its effectiveness in measuring voltage and temperature.. The principle of operation of the VRB based on Fresnel reflection. The light flux which passes through the fiber with different refractive indices can be as repulsed and refracted on the boundary of the zones with different refractive indices.

The essence of the capacitive method, developed by "Boeing" is to change the registration of the capacitor charging in the event of damage or deformation. Outer contour of the airplane glued over the capacitor film and externally. Capacitor film is a multilayer capacitor array of capacitive sensors. If the damage is external contour capacitor charge at the deformation site changes, which enables us to determine the time, place and degree of damage. A feature of this method is that it...
ignores the multiple minor deformations 0.1-0.5% of the area of the capacitor. While their total aerodynamic destabilizing moment can significantly affect the safety of flight.

First publications of the development and use of ion-marker measuring devices appeared in the early 50s. Development were carried out both in our country and abroad. Ion marker transducers are a class of devices that implement a method for measuring the kinematic parameters of the flow, in particular the angle of attack and flow velocity. This method of measurement is one of the first people started to use when determining wind direction by orientation of plume. The article substantiates the possibility of ion-based sensors to solve the problem of diagnosis moment of time, place, nature and extent of damage to the wing of the aircraft. Ion marker method applies to kinematic. Movement tags can be considered fully coincident with the movement of the environment if its size is much smaller than the spatial scale of turbulence, and its density is the density of the controlled environment. The first indicated associated requirements affect the degree of spatial averaging of pulsating flow component and for the majority of the practice is easily achieved. Most types of labels used have a finite lifetime, which is a decrease in the concentration inhomogeneities homogeneity forming label.

Therefore, time, time in which the label must reach the reception area is limited, which separates the definition requirements on the choice of workers (base) distances, taking into account the fact minimum flow rate in the range of measurement. Analysis of the properties of different types of labels flows and transducers based on them shows that in relation to the problems of measurement in various operating conditions, typical of many objects (including aircraft), the most promising transducers are based on unipolar ion tags. They represent the local area air flow with a high concentration of unipolar ions formed by certain energy impact on ambient air molecules. Such a mark can be formed in a small volume of flow, and its gas-dynamic properties practically do not differ from the properties of air, which ensures complete compliance motion parameters tags flow characteristics of the air flow. Modern civilian aircraft have wing with laminar and supercritical profiles. One of the peculiarities of these profiles is laminar flow on the upper edge down to 50-60%. Fact that the damaged leading edge, where 90% of encounters with various kinds of formations, the upper edge of the laminar flow is disturbed. Using ion-marker method can obtain qualitative and quantitative data describing the state of the external contour. Qualitative indicators are the lack of a signal at the receiving electrode in turbulence breakouts and breakdowns contours in clashes. The amplitude of the output signal $U$ preamplifier ion marker probe is proportional to the current induced by the mark on the electrode and defined by the relationship [5]:

$$U = q_m(t)V k_p S F(\alpha),$$

Where $q_m(t)$ - the amount of charge ion tags at the time of registration (function $q_m(t)$ shows the recombination of ions and change (decrease) in charge tags over time); $V$ - speed tags; $k_p$ - conversion factor "current-voltage" preamp; $S$ - area of the receiving electrode; $F(\alpha)$ - angular characteristic of the receiving electrode, which characterizes the dependence of the amplitude given to him by
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current deflection angle relative to the center electrode tags. Placement of sensors for linear 45-50% CAX provide high accuracy quantitative characteristics of the formation of informative signals $U$ by summing the charges $q_i$, listed on the receiving electrodes in near turbulent zone caused by seal labels ion trajectories due to increased pressure in the zone of turbulence. (Fig. 1)

![Fig 1 Character flow in boundary layer on the upper edge of the wing with a laminar profile whit damaged leading edge. (1 damage, 2-zone of laminar flow, 3-zone turbulent flow, 4-zone near turbulent loop for damage 5 - receivers ion labels; 6 emitters ion labels)](image)

The main characteristic features of ion-marker sensors are acting in the absence of flow elements contributing uncertainty due to flow distortion, absolute measurement - speed is defined as the distance traveled by the ion label for some time, a negligible dependence on environmental parameters: humidity, temperature, pressure. Thus, the method allows to obtain information from the primary transmitter directly to the time-frequency band of the moment, place the nature and extent of damage the external contour of wing. Furthermore ion marker method allows to minimize the transmission loss and treatment of the primary information signal.
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1.4.3
PROBLEM OF INCREASING THE LIFETIME OF WIRELESS SENSOR NETWORKS

The analysis methods and algorithms increase the lifetime of wireless sensor networks, in particular of energy balancing.

Sensor network is a distributed self-configuring wireless network of small intelligent sensor devices [1]. Each device is equipped with a microcontroller, transceiver, battery and a set of sensors for measuring certain parameters of the environment, such as temperature, light, vibration, pressure, noise level and other. Sensor networks are traditionally used in various monitoring and controlling systems, such as burglar and fire monitoring, climate control, remote collection of readings from domestic and industrial sensors, environmental monitoring. The concept of sensor networks implies that any unit running on a standalone power source. If this source is a conventional battery recharged during operation of energy, then at some point in time it is discharged and standalone device stops working. Since every network element performs a set of tasks originally assigned to it, the failure of a network node can mean the following:

- If a set of tasks performed by the host is not critical, then we can talk about the fall of the quality of network service.
- If the node is a key element of the system, for example, performing the tasks of routing large number of threads, its failure and the inability to dynamically replace means the entire failure of network.

Since, in general, all the elements of the wireless sensor network (WSN) are autonomous, certainly there comes a time when the network is no longer able to solve its tasks. Time from the beginning of the network up to this point is called the network lifetime.

In solving practical problems based on autonomous WSN, there are two main tasks associated with an access time of life:

1. Assessment suggest network lifetime for given characteristics of the hardware and algorithms of its work.
2. Increase of the lifetime due to the use of a number of methods and algorithms.

The hardware methods for increasing battery life of WSN refers improved hardware device characteristics: reduction of power consumption of individual components, optimization of their placement on a chip or printed circuit board, and increasing the capacity of batteries.

From the perspective of software algorithms for data processing at the nodes of the system, the following options:

- Data reduction.
- Accumulation of data and their subsequent transfer as large blocks.
Great practical interest is the group of energy balancing techniques. As noted above, the sensor networks are primarily intended for the collection of data. This means that there are one or more dedicated nodes that drained the information from the whole network. These nodes (sinks), tend to have a constant power supply interfaces for interfacing with local networks, global networks or with more powerful computing devices. Thus, the sensor network has a preferential direction of movement of payload traffic, which leads to the fact that the routing through nodes that are adjacent to the drain(s) takes place a greater volume of traffic.

Modern technological advances have led to microprocessors with very low power consumption, capable of performing a wide range of tasks. However, in order to transmit data wirelessly, you need to spend greater amount of energy (table 1.1).

Table 1.1.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Designation of power</th>
<th>Typical value, mWt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reception</td>
<td>$P_{rx}$</td>
<td>52</td>
</tr>
<tr>
<td>Transmission</td>
<td>$P_{tx}$</td>
<td>45</td>
</tr>
<tr>
<td>Procession</td>
<td>$P_{a}$</td>
<td>20</td>
</tr>
<tr>
<td>Sleep mode</td>
<td>$P_s$</td>
<td>0.03</td>
</tr>
</tbody>
</table>

The table shows that the more data passes through the node of the wireless network, the much bigger its power consumption. As a consequence, there is a problem of energy imbalance in the network [2] (Fig. 1.1), leading to the fact that the autonomous elements, which are located next to the central node (nodes) data collection, before the others fail due to the discharge of their own batteries, and as a consequence, decreases the battery life of the sensor network.

To equalize the power consumption of all the nodes in the network we can use the following energy balancing methods:

1. Individual selection of battery capacity, depending on the position of the devices in the network structure and the functions they perform. [3] In this case, the main repeating unit can be supplied by large capacity batteries. This approach is one of the most simple, but it also leads to low network scalability and poor adaptation to the conditions of operation. The need to develop different solutions for different structural elements leads to an increase in the cost of finite systems.

2. The density of network nodes location depending on the anticipated traffic load in a particular zone [4]. This solution aims to provide redundancy in the network structure and duplication of functions of individual nodes. So in case of failure of the next router its functions will be shifted to the adjacent element, up to this point can not be used.

1.4.5
Program methods include using routing protocols based on the metric of the residual energy of nodes [5] or virtual coordinates [6], the alternation of the distal and proximal transmission [7], the positioning of nodes [8], and clustering [9]. Thus, if the sensor networks are often used metric of the residual energy of nodes on the path to the sink, in this case of a plurality of alternative routes is selected the one in which the nodes are either greater residual energy.

A promising method is to use mobility balancing individual network components. Several studies have shown that mobility can potentially provide the greatest benefit in terms of increasing battery life network.

Conclusions

The analysis of open sources showed that wireless sensor networks are a promising technology in the field of domestic and industrial data acquisition and control. A key indicator of the FSU, determining their applicability in practice is a time of their life, a larger problem is still relevant and prioritize this issue continuously increases with the use of OSS in practice.
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AUTOMATION OF PROJECT MANAGEMENT OF MODERNIZATION AVIATION EQUIPMENT

In this paper, the solution search problem of the optimal allocation of resources between projects considered. Model building a project plan developed aviation equipment modernization. The method of solving the problem, suggested based on immune algorithm allows display to achieve the required accuracy of the results for planning of modernization and feasibility of practical recommendations.

Modern aviation market sets strict requirements to continuous aircraft upgrade. First of all, it is the result of growing requirements to flight safety, efficiency and economic feasibility of aircraft operation. Realization of these requirements is based on the implementation of the results of next-generation scientific research either in the process of new aircraft types development or during existing types of upgrade. Aircraft upgrade urgency in modern environment is caused by abrupt increase in aircraft cost, global economic crisis and the continuous process of aircraft fleet ageing. Aircraft upgrade means upgrading of obsolescent and aged aircraft types by means of design, components, materials and manufacturing technology development aiming to enhance performances and to increase operation efficiency. Numerous passenger and cargo aircraft continuously undergo upgrade to meet growing ICAO requirements.

The problem of resources distribution at modernization can dare in different conditions of its security: at sufficient and insufficient maintenance with resources, and also in the conditions of their uncertainty.

Findings of optimum variants of ACM modernization, the necessary terms, volumes of financing and industrial resources of the enterprises, and also indicators of performance of the plan and their parity (Fig. 1) are the important results of its decision at a planning stage.

A number of methodical approaches is developed for the decision of a problem of modernization ACM in the conditions of sufficient and insufficient maintenance with resources [3], which will not consider factors of uncertainty and allows them to use only in partial cases.

Decision a task becomes complicated because modernization ACM and parks on their basis is accompanied by delays in supply of the wide resources nomenclature and generates conditions of their uncertainty and insufficiency [3]. However, methods and algorithms which would allow to solve such problems does not exist. Therefore it is required workings out of the methodical device which will allow to carry out support of decision-making in the conditions of uncertain and insufficient maintenance with different types of resources, for processes of AT modernization during planning and management.

The purpose of this article is working out a method and model the decision of a management projects problem for AT modernization on the basis of new methodical device - immune algorithms. Application of this method will allow to
lower errors at AT modernization planning and validity of practical recommendations in the conditions of uncertainty of maintenance with resources.

For the decision a task, it is offered to consider modernization from a position of the system approach at AT park level and as object of researches to allocate AC which, except aircraft, includes means of land service, technical maintenance, communication and management.

Set of characteristics AC, capacities and requirements to them is the entrance data of the research problem that include:

- Problem and the possibilities which decisions should provide AC after modernization;
- Type AC that modernizations are subject;
- Capacities of the enterprises on which modernization will be spent;
- Possible variants of modernization behind AC types;
- Volumes of different resources types for modernization, including financial;
- Terms of receipt resources, etc.

The factors with uncertainty are volumes and terms of delivery resources (for example, financial).

In connection with uncertainty in a management projects problem for AC modernization consider statement of the scientific research problem. It is necessary to find for certain type AC such “i” optimum variant of modernization, which will provide a maximum of a population mean of criterion function and increases of possibilities factor for AC park after modernization in the presence of uncertainty volumes financing taking into account restrictions on the set terms and the modernization budget.

The are a wide nomenclature of resources and works for maintenance of modernization process. It is defined by financing volumes, types and variants of AC modernization. The basic types of resources are: spare parts, materials, human, financial and time resources. Change of some resource, or a delay of works lead to a deviation from the plan and to growth expenses for carrying out of modernization.

1.4.8
The plan of AC park modernization is defined by set of characteristics (1):

\[ P(x,u,\xi) , \]  

where \( \{x\} \) - certain characteristics which consist of final elementary sets and are characterised by a vector of parameters: \( \{A\} \neq \emptyset \) - set of \( \mu \)-types AC; \( \{B\} \neq \emptyset \) - set of characteristics \( j\)-variants of \( \mu \)-types AC modernization; \( \{D\} \neq \emptyset \) - set of characteristics of capacities of the enterprise; \( \{E\} \neq \emptyset \) - set of characteristics the modernization plan; \( \{u\} \) - the distribution law of financial resources \( u(t) \); \( \{\xi\} \) - characteristics of modernization uncertainty.

The problem is reduced to a finding such plan \( P(x,u,\xi) \) for optimum distribution of resources \( u = \varphi(u_1,u_2,...,u_J) \), \( u_{\text{om}} \equiv u \) behind \( \mu \)-types AC taking into account all variants of modernization which would provide the maximum gain of potential possibilities of all AC park and would satisfy with restriction (2):

\[
\begin{align*}
\sum_{i=1}^{n} x_i & \leq S_{\text{giv}} , \\
T_{\text{gen}} & \leq T_{\text{giv}}
\end{align*}
\]  

where \( S_{\text{giv}} \) - volume of financial resources which is allocated for all modernization program; \( T_{\text{gen}} \), \( T_{\text{giv}} \) - terms carrying out of modernization (the general and provided by the modernization program accordingly).

The plan of park AC modernization can be formalized under the following scheme (where \( N_i \) - AC types, \( V_{ij} \) - variants of certain type AC modernization) that describes receipt of financial resources (volumes and terms), their estimation of sufficiency, distribution procedure, an estimation results of the modernization plan, the analysis of a deviation from the plan and entering of corrective amendments (Fig. 1). In an end result the optimum (rational) plan of carrying out for AC park modernization is formed.

Distribution of resources between different capacities of the enterprises is one of the important planning problems in process of AC modernization. Result of planning is the planned schedule of all process. It moves in the form of jobs behind AC types taking into account terms of performance of all modernization programs. Thus it is necessary to develop calendar specifications to provide uniform AC modernization in the set term.

For problems of planning of processes and management of designs following lines are characteristic:

- The wide range of sizes of problems, and range upper bound can attain significances in ten thousand and more works.
- Multicriterion, the basic criteria - a time and cost of fulfillment of the plot. In the capacity of criterion function often choose cost, in number of restrictions switch on times of closing-up and, was possibly, a number of use conditions of resources.
- A variety of types of controlled variables among which there can be magnitudes real, integer, non-numerical[1, 2].
If to transfer statements of a problem of the scheduling theory on a problem of formulation of the scheduling in management of designs, that, it is obvious, that design work is "operation" from the time schedule theory, a project phase, i.e. logically gated out chain of works of the design - "work" from a problem of the theory of the scheduling, and resources - "machines" and "details" from the theory of scheduling. As the quantity of resources of the design, as a rule, is not restricted, or measured by tens or hundreds it is is univo cal possible to draw a leading-out, that classical methods of the theory of the scheduling will not approach for an optimisation problem solving in management of designs. Besides, in problems of the scheduling theory the same relations between cars and operations are observed, in problems of management of designs - these relations can be diverse.

Thus, it is possible to draw a leading-out, that the problem of formulation of the scheduling and optimisation at management of designs is a NP-difficult problem of discrete optimisation, therefore for its solution it is better to take advantage of crude methods. One of possible alternatives of the solution is the heuristic method on the basis of immune algorithms[2].

For construction of immune algorithm it is necessary to define: a way of representation a problem in the form of antibodies (individuals), and procedure of a reproduction, which includes operators of selection, cloning and mutations of antibodies. The three-dimensional matrix is one of the most convenient representations problem. Matrix axes are: AC types, on which modernization is carried out; variants of each AC type modernization; works on performance of modernization process. This antibody structure can be represented in the form of table 1.

<table>
<thead>
<tr>
<th>W1</th>
<th>W2</th>
<th>...</th>
<th>Wi</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1$</td>
<td>...</td>
<td>$\mu_1$</td>
<td>...</td>
</tr>
<tr>
<td>1</td>
<td>...</td>
<td>1</td>
<td>...</td>
</tr>
<tr>
<td>0</td>
<td>...</td>
<td>1</td>
<td>...</td>
</tr>
<tr>
<td>1</td>
<td>...</td>
<td>1</td>
<td>...</td>
</tr>
<tr>
<td>0</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Tab. 1 Distribution of works (W) concerning performance of AC modernization taking into account their variants ($\mu$)

For realisation an algorithm of clonal selection and decision of modernization plan all list of works and their resource restrictions is formalized in the form of antibodies. Project planned schedule is defined by a method of search on the basis of sequence of numbers. Necessity about maintenance of all genes uniqueness is featured such formalisation.

For this work, two simple ideas are employed from the immune system. The first is that the gene segments to be used in the construction of antibody molecules evolve, so as to capture information about genes that occur with higher frequencies in the antigenic universe. The second idea employed is that the bone marrow combines these gene segments together in order to generate final antibody molecules.

An antigen is represented as an integer string of length $j$ in an integer shape-space, where $j$ is the number of jobs to be scheduled on the machine, with each element of the string corresponding to the identity of a given job to be scheduled [2].

The work of clonal selection algorithm:

1. Create an initial pool of $m$ antibodies (candidate solutions).
2. Compute the makespan value of each antibody.
3. Select \( n \) best (fittest) individuals from the \( m \) original antibodies, where \( n < m \), based on their makespan values. These antibodies will be referred to as the elites.
4. Place each of the selected elites in \( n \) separate and distinct pools. They will be referred to as the elite pools.
5. Clone the elites in each elite pool with a rate proportional to its fitness. The fitter the antibody (the lower the makespan), the more clones it will have.
6. Subject the clones in each pool through a hyper-mutation process. Half of the clones will undergo operation order mutation while the other half will undergo machine order mutation. The mutation rate for both cases is inversely proportional to the fitness of the parent antibody.
7. Determine the fittest individual in each elite pool from amongst its mutated clones to become the elite for the next generation. All other clones are discarded.
8. Replace each elite in the worst \( l \) elite pools with a new antibody (cell renewal) once every \( k \) generations to introduce diversity and prevent the search from being trapped in local optima.
9. Determine if the number of generations to evolve is reached. If it has, terminate and return the best antibody; if it has not, return to Step 4.

**Conclusion**

In this work there was a task in view of working out of methodology of control of projects of aviation technics modernization. During research the planned schedule of activities on carrying out of modernization of an AT by means of several methodical approaches has been constructed. The expediency of application of the modified immune algorithm offered in activity is shown. The model of modernization plans and methods the decision of a problem allow to receive well-founded modernization plans in the conditions of uncertainty and to discharge errors at planning.
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A new approach of gear fault diagnosis based on continuous wavelet transform is presented. Continuous wavelet transform can provide a finer scale resolution than orthogonal wavelet transform. It is more suitable for extracting mechanical fault information in aviation gas turbine engine.

Introduction. In order to increase the availability of gas turbine engine, the technique of vibration diagnosis has been widely used for many years as a tool for the detection of element aviation engine faults and has shown its advantages in many aspects [1].

For example, with the help of the vibration analysis it is possible to detect a fault of gas turbine engine at an early stage before the fault develops to an eventual failure and interrupts the production process. Its application saves a large amount of time for aircraft maintenance and reduces the production losses greatly.

In order to obtain useful information from vibration measurements and provide aid in early detection and diagnosis of faults there are many signal analysis techniques like Fourier Transform (FT), Short Time Fourier Transform (STFT) [2,3]-[5], Wigner-Ville Distribution (WVD), Envelope Detection (ED) [2], and Wavelet Transform (WT) [2,4]. The most of these methods use spectral analysis based on FT, therefore, these methods present some limitations; it is the inability of FT to detect non-stationary signals [4]. This inability makes wavelet transform an alternative for engine fault diagnosis.

The method of wavelet transform. The WT can be continuous or discrete. The Continuous Wavelet Transform (CWT) reveals more details about a signal but its computational time is enormous. For most applications, however, the goal of signal processing is to represent the signal efficiently with fewer parameters and less computation time.

The Discrete Wavelet Transform (DWT) often called multiresolution analysis can satisfy these requirements.

The selection of the appropriate wavelet is very important in signals analysis. There are many types of wavelets available can be used such as Haar, Daubechies, Meyer, and Morlet wavelet. Different wavelets serve different purposes.

WT is a time-frequency analysis technique. Due to its strong capability in time and frequency domain, it is applied recently by many researchers in rotating machinery. It decomposes a signal in both time and frequency in terms of a wavelet, called mother wavelet. Let s(t) is the signal; the CWT of s(t) is defined as

1.4.12
\[ CWT(a,b) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} s(t) \psi(t - \frac{b}{a}) dt \]  

(1)

where \( \psi(t) \) is the conjugate function of the mother wavelet \( \psi^*(t) \). \( a \) and \( b \) are the dilation (scaling) and translation (shift) parameters, respectively. The factor \( \frac{1}{\sqrt{a}} \) is used to ensure energy preservation.

\[ \psi^*(t) = \frac{1}{\sqrt{a}} \psi(t - \frac{b}{a}) \]  

(2)

The DWT is derived from the discretization of CWT. The most common discretization is dyadic. The DWT is given by

\[ DWT(j,k) = \frac{1}{\sqrt{2^j}} \int_{-\infty}^{\infty} s(t) \psi(t - \frac{2^j k}{2^j}) dt \]  

(3)

where \( a \) and \( b \) are replaced by \( 2^j \) and \( 2^j k \), \( j \) is an integer.

A very useful implementation of DWT, called multiresolution analysis [], is demonstrated in fig. 1.

Figure 1: Principle of DWT decomposition

DWT analyzes the signal at different scales. It employs two sets of functions, called scaling functions and wavelet functions [], [], which are associated with low pass and high pass filters, respectively. The discrete signal is passed through a high pass filter (H) and a low pass filter (L), resulting in two vectors at the first level; approximation coefficient (A1) and detail coefficient (D1) [], []. Application of the same transform on the approximation (A1) causes it to be
decomposed further into approximation (A2) and detail (D2) coefficients at the second level. Finally, the signal is decomposed at the expected level. The approximations are the high-scale, low-frequency components and the details are the low-scale, high-frequency components of the signal.

The wavelet decomposition for level 4 is illustrated in fig. 1. Each vector $A_j$ includes approximately, $N/2^j$ coefficients, where $N$ is the number of data points in the input signal $s$, and provides information about a frequency band $[0, F_s/2^{j+1}]$, where $F_s$ is the sampling frequency.

These measurements were repeated for different states of the system at the frequencies; 17.5Hz and 25Hz in Vertical Directions (VD) and Horizontal Directions (HD), respectively. The number of data points or samples for each signal is 2048.

Fig 2: Spectrums of gear fault using Morlet wavelet at 17.5 Hz and 25 Hz speeds

From the Fig.2, it is clearly shown that the peaks at the rotation frequencies of the shaft 1 17.5 and 25 Hz in HD (Fig.2a, Fig.2b) and VD (Fig.2c, Fig.2d) and
their multiples are present in the frequency spectrum which confirms the presence of a gear fault.

For a better appreciation of the performance of the best method, we have presented in Fig.3 a comparison of the peaks of gear fault at the rotation frequencies of the shaft 17.5 and 25 Hz in HD and VD for different methods ED and WT (Morlet).

Fig. 3. Peaks comparison for different techniques (Envelop detection and Wavelet transform)

**Conclusion.** Signal analysis techniques play a key role for fault diagnosis of gas turbine engine. Traditional spectral analysis techniques provide a good description of stationary signals. However they can not give any information about the time dependency of the frequency contents of a signal. In addition these techniques are also unable to analyze non stationary signals. That’s why we used wavelet analysis.

It remains to test its feasibility on other types of faults in rotating machinery.
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DYNAMIC UNINTERRUPTIBLE POWER SUPPLY

Dynamic uninterruptible power supply can solve the problem of power supply in case of accidents in the power supply system and will improve the quality of electric power by the regime of «conditioning network»

The most important factor in ensuring safety at the airport is uninterrupted power supply with the required quality of all its systems. Most consumers in the airport belong to the first category of customers special group. Consequently, for their supply, we must use two independent input and an emergency source of electrical energy. The most promising of the emergency source today are the dynamic uninterruptible power supply (DUPS) [1]. The main modules of DUPS are the kinetic energy battery pack (flywheel) and the synchronous machine.

If consumers are powered by an external supply, the synchronous machine of DUPS operates in motor mode and supports rotation of the flywheel. If the network settings are outside the specified limits, the synchronous machine switches to generator mode and supports continuing sinusoidal voltage at the load. This mode is called «conditioning network». Source of energy in this mode is the flywheel. He maintains a steady speed of the rotor shaft of the synchronous machine. The kinetic energy of rotation of the flywheel can reach 16 MJ [2].

In the paper, we will offer a fundamentally new design of the dynamic uninterruptible power supply. It allows you to increase the amount of kinetic energy and time of working the source without running the diesel engine. In this construction combines the features of the kinetic energy battery pack (electrical energy storage device) and the generator [3].

Structural scheme of electrical energy storage device is shown in Figure 1. Energy accumulator consists of the outer rotor 1, the inner rotor 2, the generator (feeder machine) 3. Outer rotor 1 (flywheel) is made of ferromagnetic material with a broad hysteresis loop and has a short-circuit winding.
The inner rotor (2) has a slots on the outer surface, containing polyphase winding (4) of the number of pole pairs $p_{sd}$. Winding (4) is connected to a multiphase winding (5) of rotor (6) of the generator (3), the rotor (6) of the generator (3) is located on the same axis of the rotor (2). The number of pole pairs of the rotor 6 of the generator 3 are $p_g$. On the stator (7) of the generator (3) are the poles with the field winding (8). Field winding (8) is connected to a DC current through the unit of regulation. Generator (3) works as synchronous generator.

The current flowing through the excitation winding (8) and creates a magnetic flux. If an internal rotor (2) energy storage and rotor (6) Generators (3) rotate at a certain speed $n$, then under the influence of the magnetic flux in multiphase winding 5 provides the electromotive force with a frequency $f_g = \frac{p_g n}{60}$.

The winding (5) of rotor of the generator (3) is connected to the winding (4) of inner rotor (2) of the storage device with a number of pole pairs $p_{sd}$. The current flowing through the winding (5), creates a rotating magnetic field in the direction of rotation of the rotor at a speed of $n_{sd} = \frac{60 f_g}{p_{sd}} = \frac{p_g n}{p_{sd}}$.

Relative to the outer rotor (1) the magnetic field rotates at a speed of

$$n + n_{sd} = n \left(1 + \frac{p_g}{p_{sd}}\right)$$

The magnetic field crosses the outer rotor (1) and leads it electromotive force. Under the action of the electromotive force in the rotor (1) current flows. The interaction of currents in the rotor (1) with inner magnetic field of the rotor (2) there is electromagnetic torque (asynchronous). This electromagnetic torque leads to the rotation of the rotor (1). Because outer rotor (1) is designed as a solid ferromagnetic rotor, its mechanical characteristics look like a dipper. It allows you to get large starting moment, and thus reduce the startup storage device. The outer rotor (1) in addition to the asynchronous moment affects a synchronous moment. It is the result of magnetization of the rotor (1) by magnetic flux of the inner rotor (2). The combination of these moments leads to the rotation of the outer rotor (1) at a speed of $n(1 + \frac{p_g}{p_{sd}})$.

For example, when the speed of rotation the inner rotor (2) $n = 1500$ r/min and the $p_g = 2$, $p_{sd} = 1$ speed the outer rotor (1) is about $4500$ r/min.

Thus, changing the ratio of the $p_g$ and $p_{sd}$, we can provide high-speed rotation of the outer rotor (1). This significantly increases the stockpile of kinetic energy.
\[ W = \pi^2 Mr^2 n^2, \]  
(1)
in the formula: \( M \) – mass of the outer rotor; \( r \) – radius of the outer rotor; \( n \) – speed of rotation of the outer rotor.

When the kinetic energy is converted into mechanical energy of rotation of the inner rotor (2), the speed of the outer rotor (1) is reduced. However, the speed of rotation of the inner rotor (2) remains constant. This is due to the presence of synchronizing moment acting on the inner rotor (2). The value of synchronizing moment maintained by changing the current in the multiphase winding (5) generator by regulating the current in the field winding (8).

Thus, by running outer rotor as solid rotor with a wide hysteresis loop and placed on the inner rotor multiphase winding with number of pole pairs less than the number of pole pairs of multiphase winding of generator (3) we can increase the magnitude of the angular momentum and thus provide more time to maintain a stable speed of inner rotor, and hence the motor-generator.

Kinetic energy storage device (kinetic energy battery pack) is an asynchronous machine with stator that rotates and fixed rotor. In three-phase windings of the inner rotor, which serves as a stator of asynchronous machine, current’s flowed. These currents create a magnetic field. During the rotation of outer rotor and under the influence of the magnetic field in the outer rotor windings electromotive force is provided. Consequently, the equivalent circuit of kinetic energy storage device will be different from the equivalent circuit of the asynchronous machine.

The system of balance equations of voltage for the electrical circuit of inner and outer rotors and an equation for the magnetomotive force for energy storage device looks like asynchronous machine.

The value of the electromotive force (EMF) in short-circuited winding of outer rotor depends on frequency of the rotation of the inner rotor. Therefore, the conventionally present value of the EMF as follows:

\[ \dot{E}_2 = \dot{E}_{2s} + \dot{E}_{2dp}, \]
(2)
in the formula: \( \dot{E}_{2s} = 4.44 f_2 k_{0\delta} W_2 \Phi \) – transformer EMF in the winding of outer rotor; \( \dot{E}_{2dp} = 4.44 f_{2dp} k_{0\delta} W_2 \Phi \) – electromotive force of the rotor.

Turn to the fixed outer and inner rotors and introduce the concept of equivalent sliding: \( s' = \frac{n_1 - n_{60}}{n_1} \). Thus, we obtain the equation of kinetic energy storage device:

\[ \dot{U}_1 = -\dot{E}_1 + \dot{I}_1 R_1 + j \dot{I}_1 X_1 \]
\[ \dot{E}_{22} = \dot{I}_2 \frac{R_2}{1 + s - s'} + j \dot{I}_2 X_{22} \frac{s}{1 + s - s'}, \]
(3)
in the formula: \( \dot{E}_{22} \) – EMF in the winding of outer rotor with magnitude of frequency \( f_1 \).
After bringing outer rotor winding parameters to the parameters of inner rotor windings receive energy storage equation in the above form:

\[
\dot{U}_1 = -\dot{E}_1 + I_1 R_1 + j X_1
\]

\[
\dot{E}_{22} = I_{22} R_2 + j I_{2} X_{22} + I_2 R_2 - \frac{1 + \bar{S}}{S + 2n_r} \frac{n_r}{S + 2n_r},
\]

\[
i_0 = i_1 + i_2
\]

in the formula: \( \bar{S} = \frac{n_1 - n_H}{n_1} \) – primary sliding, \( n_r = \frac{n_{en}}{n_1} \) – the relative speed of rotation of the outer rotor.

Equivalent circuit of energy storage device according to equation (3) is shown in Fig. 2.

Fig. 2. Equivalent circuit of energy storage device

Analysis of the equivalent circuit shows that the accumulation of kinetic energy conventionally presented in the form of accumulation of electrical energy in the capacitor.

**Conclusions**

1. Using the dynamic uninterruptible power supply will provide power for consumers with zero power switching time and also will implement regime of «conditioning network» and provide power factor correction.
2. Transformation of the system equations of equilibrium and introduce the concept of equivalent sliding enable us to construct an equivalent circuit of the kinetic energy storage device. You can use this scheme when analyzing modes of DUPS.
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THE MATHEMATICAL FORMULATION OF MOVEMENT OPTIMIZATION OF FLYING ROBOTS GROUP BASED ON UNMANNED AERIAL VEHICLES

The method of converting the compound dynamic system to the branching dynamical system with transient size of state and control vectors at a moment of structural changes is proposed.

Introduction. The importance and complexity of the application of robotic systems, including unmanned aerial vehicles (UAVs) in many areas of science, technology and industry caused primarily by the fact that they can be used where human activity is difficult or impossible, for example, radioactive or chemical contamination zones, under battle conditions, during underwater or space research.

At the same time as the experience of the application in the designated areas, a single UAV, no matter how intelligent it may be, can be used only to solve some particular problems, or to perform relatively simple operations, because it usually has a relatively small capability to accomplish the problem.

The obvious solution for the problems mentioned above is deployment of multiple UAVs, i.e. UAV group to solve complex problems.

To use the group of UAVs decisive a single large task, they need a certain way to interact with each other so that as efficiently as possible to solve the problem in a complex environment when the situation can change suddenly. To achieve this goal, a group of UAVs will act as something whole, and the actions of each individual UAV should be aimed to achieve the largest group effect. For this purpose, it is proposed to consider the group of UAVs that perform a single task as a compound dynamic system [1-3].

The deployment effectiveness of these systems depends on the best and optimal choice of coordinates and the time of compound dynamic system (CDS) partition, as well as the optimal method of CDS movement to partition point and optimal movement of the subsystems to targets along paths after partition.

Fig. 1. Example of a branching path:
The CDS subsystems can be grouped and separated many times during its motion $t_f$ - moments of the CDS structural transformation;

The arrows indicate symbolically the movement direction of the CDS subsystems.

Motion of the subsystems along the CDS path is described by the differential system [4]

$$\dot{x} = f(x, u; y, v; t), \quad t \in [t_0, t_f], \quad (1.1)$$

where $x \in E^n$, $u \in E^m$;

$y$ - phase coordinates,

$v$ - control of other subsystems from the CDS affecting the motion of the subsystem;

$t_0$, $t_f$ - the moments of beginning and end of the motion subsystem on the path branches.

The scalar restrictions of the below form impose the subsystem path (1.1)

$$g_i(x(t_0), y(t_0), u(t_0); x(t_f), y(t_f), t_f) = 0, \quad i = 1, k_g \leq 0, \quad i = k_g + 1, n_g \quad (1.2)$$

$$q_i(x(t), u(t); y(t), v(t); t) = 0, \quad i = 1, k_q \leq 0, \quad i = k_q + 1, n_q \quad (1.3)$$

where $t \in [t_0, t_f]$.

Criterion for assessing the CDS performance is described by the expression

$$P = P(\cdot) + \rho \sum \rightarrow \min, \quad (1.4)$$

where

$- P(\cdot)$ - criterion terminal component, depending on the subsystems phase coordinates in times of CDS structural transformation and its time points;

$- \rho \sum$ - criterion integral component consisting of the sum of particular integral component of the form

$$\rho = \int_{t_0}^{t_f} h(x(t), u(t); y(t), v(t); t) \, dt, \quad (1.5)$$

corresponding to the individual branches of the CDS path.

Thus, the problem (1.1) - (1.5) of the CDS path optimization is to find the optimal controls and paths of subsystems along branching path, minimizing the
criterion (1.4), as well as finding the optimal time and phase coordinates, in which the CDS structural changes occur.

It is supposed to accomplish this task in three stages: first to make the transition from the state of a dynamical system to a discontinuous dynamical system with variable size of the control state vectors; then to optimize a discontinuous system, and finally back to the original task, expressing the result of a discontinuous system optimization through the notation of the task original formulation.

The transformation method of a compound dynamical system in a discontinuous dynamical system with changing state and control vectors at structural changes is as follows [4]:

- the branching diagram is plotted based on physical considerations of the CDS, the trajectory equations of motion subsystems along the path branches are formulated, the restrictions operating continuously for subsystem and at boundary points are recorded, the criterion is formulated;

- the chronological sequence of time structural changes of the CDS is set;

- the extended state \( X_i \) and control vectors \( U_i \) (\( i=1, N_1 \)) are introduced in the time intervals between the CDS structural changes, where \( N_1+1 \) = number of the CDS structural transformations taking into account structural transformation associated with the beginning of the CDS movement \( (i=0) \), consisting of state and control vectors of dynamic subsystems (blocks), which are moved along the path of branches in the time interval.

As a result of this method, the following formulation of optimization of the discontinuous system with variable size of state and control vectors [5-8] is achieved.

\[
\begin{align*}
I &= S(X_{i1}^0(t_1^0), t_1^0; X_{i1}^1(t_1^1), X_{i2}^1(t_1^2), t_1; X_{i3}^1(t_1^3), t_2; \ldots; X_{iN}^1(t_N^1), t_N^1) + \sum_{i=1}^{N_1} \int_{t_i^1}^{t_i^2} f(X_i, U, t) dt \rightarrow \min, \\
G_i(X_{i1}^0(t_1^0), t_0^0; X_{i1}^1(t_1^1), X_{i2}^1(t_1^2), t_1; \ldots; X_{iN}^1(t_N^1), t_N) &= 0, \quad i = 1, K_G; \\
&\leq 0, \quad i = K_G + 1, N_G;
\end{align*}
\]

\[
Q_{ij}(X_{i1}(t), U_i(t), t) =
\begin{cases}
0, & j = 1, K_{Q_i}; \\
\leq 0, & j = K_{Q_i} + 1, N_{Q_i}.
\end{cases}
\]

\[
X_i = F_i(X_{i1}, U_i, t); \quad t \in [t^i_{1}, t^i_{N}];
\]

\[
X_i \in \mathbb{E}^n, \quad U_i \in \Omega_i \subset \mathbb{E}^m, \quad U_i(\cdot) \text{ piecewise continuous.}
\]
Here, \( X_i \), \( U_i \) - advanced phase state and control vectors corresponding to the \( i \) time interval between the CDS structural transformations of dimension \( n \Sigma_i \) and \( m \Sigma_i \):

- \( n \bigcap_i \) - bounded set of space \( E^m \Sigma_i \);

- \( S(\cdot), G_j(\cdot) \) \((j = 1, N_G)\) - smooth of \( E^{2\sigma} \times E^{N+1}(\sigma = \sum_{i=1}^{N} \Sigma_i) \) scalar functions of variables for \( X_1, \ldots, X_N, t_0, \ldots, t_N \);

- \( Q_j(\cdot) \) \((j = 1, N_G)\) - continuous of \( E^n \Sigma_i \times E^m \Sigma_i \times E^1 \) together with the first derivatives with all arguments as scalar functions for which the correlations (1.8) satisfy the condition of community of position [64], i.e. the vectors \( \text{grad}_{ui}Q_j(X_j(t), U_j(t), t) \) and \( \text{grad}_{ui}Q_j(X_j(t), U_j(t), t) \)

\((\gamma \in I_i; I_j)\) - the set of all indices from \( j = \Sigma_{iK}+1, N_{Q,i} \), for which \( Q_j(\cdot) = 0 \) are linearly independent;

- \( F_i(\cdot) \) - continuous with mapping of matrix derivatives \( E^n \Sigma_i \times \Omega \times E^1 \rightarrow E^n \Sigma_i \);

- \( K_{G_i}, N_{G_i}, K_{Q_i}, N_{Q,i}, N \) - given whole numbers, \( 0 \leq K_{G_i} \leq N_{G_i} \), \( K_{Q,i} \leq N_{Q,i} \), \( \sum_{i=1}^{N} (\Sigma_{i+1}) + 1 \);

\( 0 \leq K_{Q,i} \leq N_{Q,i} \); \( K_{Q,i} + K_\gamma m \Sigma_i \), where \( K_\gamma \)-number of \( \gamma \) indices.

It should be noted that only a reduction of the optimization problem of the CDS branching path to optimization of a discontinuous system path with variable size of the state control and vector (1.6) - (1.10) allows us to formulate the theorem on the base of which the CDS path optimization with arbitrary branch circuit is performed. Otherwise, each new branch circuit of the CDS path requires to perform all procedures of proof considering features of the path.

As discussed above, the third stage of solving the optimization problem of the CDS branching path is return to the terms of the original formulation of the task.

Bringing the conditions for optimal control and trajectory discontinuous dynamic system to optimality conditions CDS, which is the equivalent of a formal breaking system implemented by decomposition of extended state and control vectors, constraints and boundary conditions, support functions and variables used in the application of optimization method, in reverse sequence source transformations that led to the transition from the CDS to a discontinuous dynamic system by the rule of transition to the original terms.
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For the most typical cases of this transition will be considered in subsequent publications in the form of the consequences of the main theorem, which formulates the result of solving the task (1.6) - (1.10).

Conclusions

In this paper we solve the task of the compound dynamical system path optimization consisting in finding the optimal controls and paths of the subsystems along branching paths that minimize the given criterion, as well as finding the optimal time and phase coordinates, in which the CDS structural transformation are performed.

The method of converting a compound dynamic system to a branching dynamical system with transient size of state and control vectors at a moment of structural changes is proposed also.
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MATHEMATICAL MODEL OF RELIABILITY WIRELESS SENSOR NETWORK NODE

General information and basic parameters of wireless sensor network nodes, their mathematical model.

The structure of the WSN, which is designed for topology may include five types of nodes – terminal device (TD; only transmit messages), PAN-coordinator (only accept messages), repeaters (both receive and transmit messages) and bridges. Regardless of the functional purpose nodes are characterized by the following parameters:

- A unique identification number (ID), required for the targeted delivery of messages;
- The geometric position in space, is the three-dimensional vector of coordinates: \( X = (x_1, x_2, x_3)^T \). Determining the position of an anchor point node (in this case the center of symmetry of the antenna transceiver);
- The maximum information density that can be transmitted or received by nodes: \( U_{\text{max}} \) bits per second in this frequency range based encoding method \([1, 2]\);
- The average amount of load - the information density \( U \) baud transmitted and / or received by the node to solve the main problem WSN - delivering messages from TD to gateway.

\[
U = \sum_{S} (U_{TX}^i + U_{RX}^i)
\]

Where \( S \) - set of TD generating information flows received and transmitted by the node;

\( U_{TX}^i \) and \( U_{RX}^i \) - the density of the transmitted and the received stream corresponding to the i-th TD (in special cases may be zero).

Each of \( N_{\text{ED}} \) TD as part of WSN characterized periodicity send informational messages (or rather, variable interval between the same two consecutive phases of similar posts), measured in seconds, and the message length \( L \), measured in bytes. In this algorithm to account for the network load, these two parameters are replaced by an equivalent quantity - the density of the generated information flow in accordance with the following formula:

\[
U_{ED}^i = \frac{L}{T_m} = 1..N_{\text{ED}},
\]
generally unique for each of TD.
The characteristics of the transceivers placed on the nodes of the WSN are primarily working frequency range, a working channel within the range of the emitted signal power and maximum bandwidth, corresponding to the channel (density transmitted and received information stream bits/sec).
For modeling transceiver nodes tract these characteristics in accordance with [1] the following values:

- Reference frequency channel, MHz:
  \[ f_c = 2405 + 5(k - 1), k = 11, 12, ..., 26 \] channel width \( df = 5 \text{MHz} \)
  The working channel passed the channel 20 for which the reference frequency of the emitted signal is 2450 MHz.
  - Power transmitters \( P_{TX} \) adopted the same for all nodes and is. \( 10^{-3} \text{W} \);
  - Transmission and reception of information for the selected frequency range is 250 kbit/s.
  - The gains of the transmitter-receiver path to simplification of the model are chosen the same. \( G_{TX} = G_{RX} = 1 \)

In addition, the model of an autonomous node aggregates WSN model of its battery, which in the initial approximation can be represented as follows:

- battery charge proportional to the total duration of operation of the transceiver in reception mode and/or transmission.
- The probability of a node failure due to battery discharge unit is considered as time passed \( T = t_U \frac{f_c}{U} \) since the beginning of the site, where \( t_U \) - uptime node at the maximum allowable flux density, received and transmitted node:
  \[ U = U_{max}^{f_c} \]
  In the simulation was made \( t_U = 72 \text{h} \).

For modeling random output node failure was chosen exponential distribution probability of failure \( q_{\text{ind}} \) [3]. Corresponding distribution function has the form:

\[ F(t, \lambda) = 1 - e^{-\lambda t} \]

Where \( t \) - timeslot hours;
\( \lambda \) - average failure rate per hour. In the absence of real statistical data about the magnitude of its value in the simulation was modeled as follows:

\[ \lambda = \frac{\lambda_{f_c} U}{U_{max}} \]

Where \( \lambda_{f_c} = 10^{-5} \text{failures/hour} \) - failure rate at maximum load node;
\( U \) - total density of the received and transmitted node information flow;
\( U_{max} \) - maximum information density, capable of receiving or transmitting node.
With this notation for the probability of node performance for routine period can write the following relation:
\[ P_i = (1 - q_{bat})(1 - q_{rad}) \].
Thus, the reliability of the node model proposed WSN fundamental role played by the average information density, the node being processed.

Conclusions

Thus, the simulation results show that over time, the effectiveness of classic routing algorithm falls, whereas a probabilistic algorithm efficiency remains approximately constant. On a big time interval probabilistic algorithm shows average significantly better results. However, in the initial moments of the classical algorithm efficiency is quite high and exceeds the efficiency of the probabilistic algorithm.
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RELIABILITY AND OPERATION CHARACTERISTICS OF CIVIL AVIATION AIRFIELD AUTOMATED LIGHT SIGNAL SYSTEMS

Providing the necessary level of reliability lighting systems airfields in all stages of its life cycle: design, production, certification, and during the operation in the evaluation of technical condition. At all these stages for the elements airfield lighting systems to formulate the requirements for reliability, and to determine their compliance with these requirements.

Relevance. One of the main challenges facing civil aviation is a high level of security and regularity of aircraft operations. In reduced visibility airport lighting system is a crew of aircraft only source of visual information on the most crucial stage of the flight - the stage of visual piloting. In accordance with the State Standard of Ukraine DSTU 2860-94 "Reliability engineering. Terms and definitions ", airport lighting system reliability is defined as property, reflecting its ability to perform its required function for a specified period of time under specified conditions, operation, maintenance, storage and transportation. Reliability is a complex property that, depending on the purpose and the conditions of its application may include reliability, durability, maintainability, and the keeping or some combination of these properties. For questions airport lighting system operation are critical reliability and maintainability. Also the airport lighting system must have remote control of lighting equipment to obtain the required alarm system operation and its elements in accordance with the documentation on the type of equipment.

Research problem statement.

Objective of the study is the reliability and maintainability of the airport lighting system and lighting characteristics lighting equipment subsystems airport lighting system. Lighting equipment system is divided into:

- Systems of low-intensity lights intensity, composition, characteristics and wiring lights, designed for installation on a runway equipped for visual approaches and instrument approach;
- Systems with high-intensity lights, composition, characteristics and wiring designed for installation on a runway equipped for precision approach by Category I, II and III.

Reliability airport lighting system is completely determined by the reliability of its constituent elements - subsystems airport lighting system and control system lighting system airport. Reliability subsystems airport lighting system determined by the reliability of their elements - airfield lights and power supply subsystem airfield lights. Usable state airport lighting system (fully operational state) - is a condition in which all the elements are functional, or there is a failure does not preclude its use in weather conditions established for her category. Defined similarly usable state subsystem airport lighting system. It should be noted that the definitions given for the airport lighting system and its subsystems may be in working condition, even in
the case where a certain part of their elements refused. Thus, airport lighting system and its subsystems are subject to redundancy. Since all elements of the airport lighting system and its subsystems are working in the same mode, the backup is loaded. Processes and refusal to restore the airport lighting system, its subsystems and elements are random processes, so the definition of reliability conducted by means of the theory of probability. During the comparative analysis of the results, it should be assumed that the subsystem airfield lights reliability indices which are determined, the required level of safety, if the probability of its failure during use less $10^{-7} - 10^{-4}$ \[4\].

**Composition and circuit reliability of systems and components of the lighting system of the airport.**

Consider subsystem airport lighting system. Each of them consists of two parts: a subsystem airfield lights and power supply subsystem airfield lights. Failure of the subsystem airfield lights can occur for two reasons:

- Failure airfield lights themselves with certain internal reasons (failure of the light source, an optical system or fittings fire and others.)
- Failure of power supply subsystem airfield lights.

Failure of power supply subsystem airfield lights seen as an independent event. Depending on the type of the airport lighting system, and the subsystem in its composition may comprise one or more cable systems. Cable network - is a serial electric circuit, consisting of the primary windings of transformers and insulating segments connecting cable for the transmission of electrical energy from the dimmer in the airfield lights. The composition also includes a cable network dimmer. With dimmer manages amperage cable network and the corresponding control light intensity airport lights. Isolating transformers carried conversion of voltage and current operating cable network to the values required for power supply light sources airfield fire and also provide non-repudiation cable network in case of failure of the relevant aerodrome fire. Segments connecting cable connected isolating transformers serial electrical circuit input terminals which are connected to the control brightness. Failure of brightness controller or any of the segments of the connecting cable leads to failure of the cable network in general. In the block diagram of reliability does not include such items as its isolation transformers, since the refusal of the primary winding of an isolation transformer is considered a rare event. If in the power supply subsystem airfield lights includes two or more cable networks, they can back each other up. If one of the cable networks refused and it did not lead to failure of power supply subsystem-airfield lights, then the state of this subsystem is defined as decreased performance status. During operation of the subsystem power supply airfield lights are renewable system. Information about the failure of any cable line goes directly to the manager and if it leads to failure of subsystems light signal of the airport and airport light signal system as a whole, the aircraft is given a command to stay in the air and begins the working condition of disaster recovery subsystem. After his conduct flight operations in progress, subsystem airport light signal system \[4\] is a set of elements - fire aerodrome situated in the territory of the airport for a specific pattern. Airfield fire consists of elements such as isolating transformer, light source, an optical system.

Disclaimer two cable networks in the subsystem power supply airfield lights
with two or three cable networks always lead to the transition in disabled state. Failure of any of the elements of the airfield fire leads to his failure as a whole. Subsystem airfield lights is a complex system with many elements which reserve one another. When operating the airfield lights subsystem is considered non-renewable system. Thus, the subsystem airport light signal system in operation is a system that consists of two subsystems: subsystem renewable electricity airfield lights and not renewable subsystem airfield lights.

**Automated remote control lighting system of the airport.**

Light-airport system has a remote control equipment to obtain the required signaling system performance and its individual elements. The required amount of equipment remote control lighting equipment is determined for each airport, based on the structure of the controlled process equipment. According to the documentation Management of lighting equipment is formed as follows:

- hardware control points for lighting facilities managed by air traffic control and landing taxiing;
- hardware control points for lighting facilities managed by the controller;
- equipment controlled items;
- mnemonic diagrams – in view controllers landing, taxiing;
- operational control panel in panels controllers landing, taxiing, start.

When designing equipment transformer substations should include:

- remote control of autonomous units;
- signaling the next service personnel operating the presence of voltage on the external power supply;
- signaling the inclusion of diesel-electric units and emergency conditions.

**Conclusions**

The required light signal system reliability Airport is the main condition for the implementation of safe and regular flights to visual piloting stage in simple and adverse weather conditions on the ground of civil aviation. The level of equipment reliability, which is part of the airport light signal system, determines the timing and extent of operational measures to maintain it in working condition, routine maintenance and repair. From the airport light signal system reliability depends also necessary resources electro technical flight support services required number of staff service, the number of spare parts, tools and resources needed to quickly restore the working condition of light signal the airport.
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INTEGRATION OF MODERN SMART CONTROL SYSTEMS IN AIRCRAFT POWER DISTRIBUTION SYSTEM

Development of the aircraft’s power supply system is accompanied by the integration of modern smart control, monitoring and regulation systems to enhance the performance and numerous parameters of electric power.

The development of new aircraft development and equipment leads to increased amounts of electric energy consumers. Currently, most of all aircraft avionics is an electrical energy. Also increases the power of the equipment and, therefore, increases overall system power consumption. At the same time stricter quality requirements of electrical energy. The electricity consumers power supply system shall provide efficient and safe functioning of a wide range of external influences in power quality, meeting the requirements of GOST 19705-89 [1].

On modern aircraft is widely used digital avionics, microprocessor computing equipment, digital transmission, processing and displays, these powerful avionics and electrical equipment operating in different modes, including a pulse mode. Pulse mode of the powerful onboard equipment negatively impacts on the quality of electrical energy: increasing transients. In this regard, it is more difficult to ensure the accuracy of voltage stabilization.

From the analysis of regulatory documents GOST 19705-81, GOST 19705-89, GOST R 54073-2010, which establishes requirements for the quality of electricity on board as designed as well as operated for 20 years aircrafts it’s seen certain changes in the requirements that indicate a narrowing range parameter spread in certain modes of operation.

From the physical point of view [2] they are almost perfectly designed systems in which no serious technical changes are possible due to restructuring or revision of the concept of the whole system. Therefore, modernization of the power supply system is primarily possible in the implementation and integration of modern blocks or modules of monitoring, control and protection that are built on modern relatives to excellent smart systems.

The advantages of these systems is their high reliability, small dimensions and weight, ultra high performance, flexibility in setup and a very wide range of possible application of these decisions. For example, such systems use expert systems, systems based on genetic algorithms, neural networks and fuzzy logic. Implementation of these approaches is possible with the available modern microprocessors and memory cards, analog-to-digital input and digital-to-analog converters at the output of these modules or blocks.

These technical devices have the ultra-high rate of speed that is a fraction of microelectronics thousandths of seconds.
Introduction into electric power system of technical devices often occurs in integrating parallel channel control or regulation of certain parameters.

For more convenience, consider the particular case - control voltage AC power unit air using adaptive systems based on neural network controller.

Here we can distinguish a number of advantages:
- Narrowing the range of voltage variation of 1-2%;
- Reduction of the transient time;
- The ability to set leading influences;
- Respectively increase and decrease the life of the mass of the whole system in the subsequent design.

Combined control system [5] is shown in Pic. 1

![Diagram of combined control system](image)

Pic. 1. A combined system of regulation: VMB - measuring body voltage, CS - current sensor, A - amplifier, SR - smart regulator on the basis of neural network controller, \( \frac{d}{dt} \) - is the differentiator

This scheme uses two channels of control: the deviation (measuring body of power, the unit of calculation of the rate of voltage change (differentiator) and perturbation (sensor supply). On the basis of signals from these sensors, intelligent controller, built using the neural network outputs, which through the power leads output signal of the object of regulation to the nominal value.

Neural networks have a number of properties [5], which determine their effective application in a variety of systems, including PSS:
- ability to perform multivariate approximation;
- efficiency of work by AsParallel process of information processing;
- insensitive to the lack of a priori information about the dynamics of the object is achieved by compensation missing information from the table of precedents-the model of experimental data objects-analogues considered control object;
- processing of the data presented in various scales;
- ability to solve weakly formalized tasks;
- due to full connectivity and a large number of neurons of the national Assembly has the property of "holography" - the preservation of their properties at
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destruction of randomly selected parts of the national Assembly. It shows high reliability of the national Assembly and tolerance of calculation results to distortion and interference in the input vectors, and the ability to learn and follow-up teaching for the same system.

The disadvantages of the introduction of intelligent systems is a long process of preparation of development data solutions for specific tasks. At the beginning of fully displayed mathematical model of the existing SES, then it is developed and supplemented intellectual links, then you can start to computer simulation of processes SES without integrated and integrated intellectual component to compare results. After receiving a positive performance on multiple computer studies, the system can be displayed as a ready block and apply it when modeling for real SES (poster laboratory tests).

Conclusions

Thus, improving the basic parameters and characteristics SES sun through the integration of modern intellectual control systems increases the reliability of the SES and the quality of electricity while minimizing mass-dimensional indicators, minimizing operating costs.
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PROBABILISTIC AND CLASSICAL APPROACHES TO ROUTING ALGORITHMS IN SENSOR NETWORKS

This paper examines and analyzes the decision of selecting approach to routing algorithms based on the components analysis of the sensor network. Showed comparison of the effectiveness between probabilistic and classical approaches.

Sensor network is built of a large number of simple information-gathering devices (motes), where each node is connected to more complex devices (base stations). Motes equipped with a sensor and transmitter. Mote transmitter has a very low power and therefore it can communicate with the base station only via neighboring motes, others - through chain of intermediate motes. Arising from this routing problem, which is complicated by the fact that the restrictions on the size, power consumption and price of motes, forced to equip them with low-power processor and small memory size.

As a operational model is proposed to use a stationary Markov process with two states: $S_0$ - link doesn’t work, $S_1$ - link works. The intensities of the transitions from the $S_0$ to $S_1(\lambda_{01})$ and from the $S_1$ to $S_0(\lambda_{10})$ indicated as constants. The inversely proportional values $T_0 = 1/\lambda_{01}$ and $T_1 = 1/\lambda_{10}$ - is the mean residence time in the states $S_0$ and $S_1$, respectively.

Introduce $p_1(t)$ - the probability that link was in a state $S_1$ and $p_0(t) = 1 - p_1(t)$ - the probability of finding a link in state $S_0$ at the moment $t$. Under these conditions of Kolmogorov equations, obtained an expression (1), relating $p_0(t)$ and $p_1(t)$:

$$p_1(t) = (p_1(0) - \frac{T_1}{T_0 + T_1}) e^{-\frac{T_0 + T_1}{T_0 + T_1}} + \frac{T_1}{T_0 + T_1}$$

A probabilistic approach about values $p_0(t)$ and $p_1(t)$ which should be taken into account, while searching for routes between nodes. As opposed to classical routing algorithms, which assume that all links have the same length, in a probabilistic approach each link has some length. It depends on the statistical behavior of link, and it’s actually $p_1(t)$ and $p_0(t)$. Distance between nodes (bond length) $d(t)$ is calculated so that a larger value $p_1(t)$ corresponded minimal distance $d(t)$. In particular, we can use a formula (2) or (3):

$$d(t) = -\ln(p_1(t))$$

1.4.34
Shortest paths to all nodes are calculated in the metric \( d \) or \( d(t) \). Such paths are called probabilistic routes as they are built using probabilistic metrics. Effectiveness of probabilistic or classical approach measured by the average number of correct routes in the routing table, in which all communication is currently working. This index compares the two routing tables built for the same network, but using different metrics.

The network topology is randomly generated with the given parameters \( N, D, T_{1s} \) and \( T_{0s} \), where \( N \) - number of nodes in the network, \( D \) - the average number of neighbors nodes, \( T_{1s} \) – average time \( T_1 \) for all network links, \( T_{0s} \) – average time \( T_0 \) for all network links. If \( T_0 < \infty \) for links, the nodes are considered neighbors. During generating a network topology, were selected nodes with possible direct connection, and so that the average number of neighbors of nodes is equal \( D \). Next, select values \( T_0 \) and \( T_1 \) for each obtained links, suggesting that these values are random variables distributed exponentially with average \( T_{0s} \) and \( T_{1s} \), respectively. Once the network topology is generated, the initial state of the network will be selected. For all links will be selected initial state: \( S_1 \) with probability \( \frac{T_0}{T_0 + T_1} \) and \( S_0 \) with probability \( \frac{T_1}{T_0 + T_1} \). Then, occurs the process of generating a routing table for classical and probabilistic approaches.

Both routing tables store the shortest path from a given node to all other nodes in the network, but they used different metrics to determine the length of the path. First routing table uses a simple metric in which the path length between two nodes is the sum of transit transitions in this way. In this case, only those links that worked (i.e., in a state \( S_1 \)) at the time of generation of the routing table. The second routing table uses a probabilistic metric \( d \), which allows using links in routing tables, which are off at the moment of table generation. In fact, the state of the network at the time of generating the table does not affect the selection of the shortest routes, because considered only the statistical characteristics of the network.

After generating the routing tables begins modeling changes in the network topology. Due to switching links, some routes in the routing tables remains incorrect. The number of valid routes in the network \( R(t) \) is calculated as the sum of the correct routes in the routing tables for each node. Then there is the ratio of the number of correct routes at a given time to the maximum possible number of routes \( R \), where. \( R = N(N-1) \). Finally, the calculated value of the proportion of correct routes at a given time (4):

\[
E(t) = \frac{R_c(t)}{R} \tag{4}
\]

\[
E_s(t) = \frac{\int_{0}^{t} E(x) \, dx}{t} \tag{5}
\]
Value of the function $E_s(t)$ was calculated for both routing tables - classical and probabilistic (5). This function is to some extent characterizes the efficiency of the routing algorithm, because it shows the average time of the correct routes in the routing table.

Conclusions

Thus, the simulation results show that over time, the effectiveness of classic routing algorithm falls, whereas a probabilistic algorithm efficiency remains approximately constant. On a big time interval probabilistic algorithm shows average significantly better results. However, in the initial moments of the classical algorithm efficiency is quite high and exceeds the efficiency of the probabilistic algorithm. The more mobile network - more likely occurs changes in the network topology, the faster probabilistic algorithm passes classical.

Proposed to use a combination of classical and probabilistic approaches, where messages between nodes are first submitted via the normal route, and in case of failure - probabilistic.
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1.4.36
Operators in high-risk domains such as aviation often need to make decisions under time pressure and uncertainty. One way to support them in this task is through the introduction of decision support systems.

Improved operational procedures system is associated with automation of the most complex processes operations of a pilot's work. At once one of the major problems of automation of an pilot's work during making decisions is to include him into the control loop of a computing device, that backup, but not a substitute pilot. So there are the development of device-adviser that helps pilot solves number of problems that are amenable to formalization. Assume that the work of the computing device can be considered as well as pilot's work.

Major place in scientific and theoretical problems that are related to the pilot's work automation takes a formulation of control goals, which mean definition of optimality criteria with limited conditions; creation a mathematical description of the control system; development control algorithm; development of structural-information schemes to implementing algorithm.

One of the possible approach for solving these problems is based on a system-wide principle of decomposition activity as a system structural analysis of functioning system. This approach allows select as independent series of typical decision making problems. Each of these tasks is characterized by its local goals, mathematical models, methods of formalizing and solutions.

The solution of the first goal, formulation of optimality ergatic functioning system criteria, based on the analysis of qualitative and quantitative characteristics of the process, that implemented with the typical problems. That analysis based on system characteristics which are sum of independent gains characteristics. Often pilots control rationality or optimality in a terms of specific problem can be defined only on a qualitative descriptive level. So formal description of optimal pilot's activity criteria as a gain of ergatic system is important question.

Achieving this goal is possible with the proposed theoretical and experimental approach. This approach based on principle of real activity final result evaluation, that considered as a reference. Assumed that the system pilot makes optimal control based on some optimal decision criteria. Which presented in the form of an pilot integral representation about goals and desired results in the real situation problems. In this case, the formalization of optimal criteria of control in extremum, needs the inverse optimal processes theory problem solution. The main goal of this problem is to determine the structure and optimal criteria parameters that basis of known system problem solution. That reflects extreme properties of pilot activities in specific situation. This assumption acceptable if problems solving keeping established order (defined list of the required goals and decision making
rules), and content of pilot's instruction (recommendations) corresponds to best way that the process run.

However, it is clear that in the general case in a real situation possible optimal activity criteria instability, which appear as a consequence of various pilots work.

Considering these specialty appeared next important tasks: of evaluating estimation of degree reducing the quality of system functioning, and proofing adequacy and objectivity optimal activity criteria that was build. These problems could be solved by using inverse optimization techniques theory and expert evaluation together to build optimality activity criteria.

Wide range of mathematical models for solving typical problems significantly determine the specific application of these methods. However, proposed approach has elements of universality irrespective of the considering problems class. That elements keep main content and characteristics of considering approach for processes decision making. This universality is primarily appeared in the fact that the formalization of optimal decision criteria is realized using the methods of expert evaluations for the analysis and selection those solutions of the inverse optimization problem, that implementation of the decision making process satisfies total quality requirements of all system, and activities of the pilot.

Some peculiarity of the implementation of these methods consider in example of landing aircraft in extra situation.

For each \( i \)-th realization, generalized control functions \( u \), based on identification values from registration data and generalized phase coordinates vector \( q \) using for solving inverse problem of the theory of optimal processes. So generalized characteristic of the \( i \)-th process realization finds. That characteristic defines integral properties and qualities that system's technical and ergatic elements have in the \( i \)-th specific implementation. At constant technical system's characteristics (the same type of aircraft, uses the same means for display information) can be assumed that landing control in each implementation doing by pilot using his extreme abilities. That is determined by his professional and psychological qualities. So generalized characteristic \( J_i \) can be assumed as optimality pilot activity criteria but only under appropriate level of professional skills and if pilot ready for work under the \( i \)-th realization.

Each of the \( i \)-th process control landing realization passes expert assessment. After expert estimates results analysis and processing they can separates realizations and their corresponding criteria for a number of classes in accordance with the system of preferences that used in expert assessment. Parameters that form the optimal criteria core in each class averaged on one of the smoothing procedures. Classes are characterized by different functioning system quality levels. So they defines by different requirements to the pilots professional training and skills level. Ability of creation and classification criteria makes possible objective pilot's activities quality assessment on landing phase as in learning process and in real situation. Using the basic criteria \( J^S \) for assessing the system quality and for defining pilot's quality of work and professional skills, can be found by solving the inverse problem of optimization and classification optimal criteria results to one of
the scheme classes that obtain the smallest distance $J$ from the base $J^S_{\bar{n}, \bar{m}}$ in the space of their parameters.

Getting that way optimality criteria describe formed as a result of the experiments intuitive pilot's opinions about best control on the descent path. This criteria makes possible to synthesize control equivalent to pilot's control during normal functioning system with some accuracy. That defined by the increment optimal criteria value by averaging specific pilot results in creation optimal functioning system criteria.

From a qualitative point of view pilot's landing work optimization in this case is to determine the optimal contest of instruction for the final sequence of times. The optimal contest of instruction (advice or information about the relative position of the aircraft) is understood in the sense of providing mental and physical unloading pilot, as well as providing opportunities to implement stabilization position on the glide path without change established modes on landing phase. Unloading pilot from difficulties is possible to associate with quality stabilization aircraft on the final approach. The higher aircraft stabilization accuracy, then lower the possibility accumulation of large errors (deviations) for the remainder of the reduction and less necessity pilot intervention in the control process. It also reduces the time spent on the pilot's perception of information, decision making, production of motion act. Accuracy of stabilization on the glide path that is controlled by precision radar essentially depends not only on the quality of the maneuver to withdraw the aircraft on the glide path (which is mainly determined by the content and the time of issuance of appropriate instruction), but also from the moment of time of the dispatcher gives information "on the glide path."

Accounting for all of these requirements leads to a complex problem multicriteria system. So seems appropriate to use and develop theoretical and experimental methods of constructing the optimality criteria, based on the results of the theory of inverse optimization.

Should be noted that the theory of the inverse problem, which occupies a considered approach under consideration central location allows in easy way get constructive solutions in the case where the control functions can be represented as a linear combinations of generalized coordinates of the system, which describes the change in the system of linear differential equations. This fact largely determined the choice of the class of process models for the approach of the set of admissible. In general, the mathematic model system for the approach phase (after the decision on the landing) is a combination of number mathematical models describing aircraft dynamics; pilot pilot, performing the control functions in the circuit "crew-aircraft".
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METHODS OF INTELLECTUALIZATION CONTROL OF SELF-ORGANIZING RADIO NETWORKS

This paper examines and analyzes methods of intellectualization control of self-organizing radio networks and shows reasons of involving artificial intelligence technology. At the end of the paper are given conclusions.

Emergence of a fundamentally new kind of management tasks associated with maintaining the required modes of operation of complex dynamic objects under uncertainty, required the development of specific methods for their solution involving artificial intelligence technology. Therefore, today management information systems are intensively developing in the direction of intellectualization, while the technology of management decisions is significantly changing. Intelligent Information Systems (IIS) combined capabilities of database management systems and artificial intelligence technology, and with a help of this storage management information in them is combined with handling and preparing it for use in making decision.

For a long time it was believed that IIS are effective and applicable only to solve the so-called non-formalizable and poorly formalized problems associated with the need of including an algorithm for the solution of the training data on real experimental data (e.g., the problem of pattern recognition). Recently, however, IIS is increasingly used in solving problems in communication systems and telecommunications, such as switching control, routing, traffic management, distribution channels in mobile radio systems, etc.

Considering the self-organizing radio network (SON), referring to a class of complex dynamic systems operating in conditions of incomplete and unreliable control status information network, it is impossible to talk about the efficient operation of data networks without appropriate management system. Here are some reasons for that IIS should form an essential part of the control system of the SON:

• First, the main problem in the management of SON is the need to select a set of possible solutions of management decisions under uncertainty, and depending on the situation in the network, as well as requirements for the transfer of a certain type of traffic;

• Second, network management requires the collection and processing of a large amount of overhead on its condition, use management practices at various levels of the OSI model for decision-making. The problem of obtaining information from the objects (nodes) operating in real time, is now resolved (with using different methods sensing network). But this created another problem: how to reduce the proportion to the level of information that is really needed to make a decision by management system? At the same time it should be noted that the loss of information from the nodes of the network, working in real time, can significantly affect the final decision.
taken by the management system;

- Third, the lack of time to make decisions and the problem of coordinating interaction management methods that perform various functions (routing management, topology, data flow, power consumption, security, etc.)

1. Control features of self-organizing radio networks. Self-organizing radio network characterized by a dynamic topology, limited energy opportunity nodes equipped with batteries, different dimensionality (tens, hundreds and thousands of nodes); heterogeneity of the transmission power and mobility of nodes, the security restrictions because the broadcast nature of the radio channel, etc. The nodes of this network must adapt quickly to frequent changes in the topology and efficient use of scarce network resources. In such conditions it is impossible to provide an information exchange with the specified quality without an effective control system (CS) of network.

Features of control system of SON:
- multidimensionality due to the large number of subsystems, components and connections between them;
- a lot of parameters defined diversity purposes of the individual subsystems, the diversity of their characteristics, requirements and performance indicators;
- functionality and hierarchy, arising from the need to solve various problems of control at different levels and stages of the system;
- strong dependence on the parameters of the functioning of the SON and external influences.

At the same time, the control system must meet the following SON basic requirements: ensuring the transfer of different types of traffic with the specified quality; providing adaptive and distributed network operation with the possibility of self-organization; decisions in real or near-real-time; minimum load network overhead; optimize network performance; maximum automation of network management.

The presence of many different and conflicting criteria for optimality of SON raises the problem of multiobjective (vector) process optimization of its functioning. The problem of optimizing the vector criterion is to find solutions that satisfy the extremum simultaneously all components of the vector of the optimality criterion. There are two basic ways to solve this problem: the search for compromise solutions that are optimal by Pareto and search for solutions that are optimal in the sense of generalized scalar criterion obtained by convolution (scalarization) all components of the vector criterion of optimality. Also one of the possible solutions to this problem is the search for compromise solutions by successive concessions, which consists in the ranking criteria according to their importance. In addition, taking into account the ranking of the proposed spending management purposes depending on the requirements for the transfer of $\xi$-type traffic and status information areas to ensure the specified quality of service of $\xi$-type traffic in various operating conditions of the SON.

2. Basic approaches to intellectualization of radio networks control. Importantly, the main architectural feature that distinguishes an intelligent control system constructed according to the "traditional" pattern, associated with connecting mechanisms of storage and processing of knowledge to realize their abilities for performing the required functions under uncertainty (incomplete information) at random nature of external perturbations.

1.4.41
Control system of SON has a rather complex architecture that includes a number of functional-subordinated subsystems. Hierarchy of subordination causes decomposition of initial management purposes and objectives on a sequence of nested components. Such separation involves multi-level organization of control system which has developed intellectual capabilities to analyze and recognize the situation, the formation of purposeful behavior strategy, planning, action sequences, as well as the synthesis of control actions designed to meet the service requirements of certain types of traffic.

Organization of each level of intellectual network control system involves the use of aggregate models of knowledge representation, information support, descriptions of the controlled object, etc. The main difference between the concept of constructing a hierarchical control systems is the use of SON methods and techniques of artificial intelligence as the primary means of struggle with the uncertainty of the environment. Practical realization of this concept involves the selective use of various technologies of knowledge processing depending on the specific tasks and features of the controlled object.

Thus, today happens intellectualization of information control systems and their transformation in the IIS. The are four techniques that are most promising for the development of intelligent control systems: technique of expert systems, associative memory, fuzzy logic, neural networks. The main idea in this case is to move from a strictly formalized algorithms prescribing the solution to problems, to logic programming with an indication of what needs to be solved on the basis of the knowledge accumulated by specialists in specific subject areas.

Conclusions

Thus, in the short term there is a need to talk about the creation of "smart radio network". Already in the node architecture there is provided data and knowledge bases, electronic map and training subsystem, application technology of distributed intelligent agents. Thus, the involving of IIS in the network control system will enable the radio network to:• optimize the control system of this network on the basis of analysis and consideration of the situation in the network (information direction), as well as requirements for the transfer of certain types of traffic;• minimize errors caused by human factor in the making the wrong decision in network control (especially during initialization of network);• reduce the time required to collect and analyze performance information on the state of the network, as well as significantly reduce the volume of this information.
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METHOD OF IMPROVING THE EFFICIENCY OF WIRELESS SENSOR NETWORKS

The structure of the wireless sensor networks efficiency method, classification of those networks and their structural components and topologies, modes of operation and routing protocols were reviewed in this work. Also modern methods of WSN construction were analyzed.

Objective: To improve the efficiency of WSN. This subject is relevant, because the scope of WSN is expanding and evolving rapidly.

1. Analysis of the development of a wireless sensor network.

WSN are the new promising technology in the field of telecommunications. They are widely used in industry, agriculture, law enforcement, regulatory and law enforcement agencies. They provide strong tendency to expand their scope.

If you compare wireless sensor networks with conventional computing (wired and wireless) networks, the wireless sensor networks have the following advantages:
- absence of cables - electrical, communications, etc.;
- the possibility of compact accommodation, or even integration of sensors in the environment;
- the reliability of individual elements and, more importantly, the entire system as a whole, in some cases, a network may operate in good condition only 10-20% of sensors;
- the staff do not need to install and to maintain.

2. Analysis of structural components and topologies.

In general telecommunication sensor networks are based on sensor and communication lines. Sensors are devices that consist of a sensor that provides measurement object monitoring, and the transceiver. WSN are built using two types of physical devices: a fully functional device (Full Function Device, FFD) and a device with a limited set of functions (Reduced Function Device, RFD)[1]. Device FFD can be communication with several FFD, and several RFD, while the device RFD is not a function to communicate with other RFD. Full-featured network devices operate in three modes (depending on the initial configuration): coordinator, router and end node and device RFD - only during the final node [2]. Functional separation of physical WSN allows you to build multiple topologies that on an organization can be decentralized, centralized, and hierarchical or hybrid [3].
In a decentralized network structure consisting of equal network nodes in such networks, each device connects to the adjacent nodes to transmit information using multiple relay (route) (network topology such as "point to point", Fig. 1a). A centralized network structure implies that one network router that acts as a central station - a hub that decides routing of aggregated data to the next node. The topology construction of such networks for the type of "star" (Fig. 1b).

From a practical point of view among the hybrid network topology greatest interest of the "cluster tree." Topology "cluster tree" is the set of converged networks of the "star" in which the vertices are the nodes, routers, and there is a coordinator of the cluster (Fig. 1d). Networks of this type have a low resiliency to changes in the topology as routers provide selective routes and self-organization network.

Thus, the choice of structure WSN need to consider the communication range, the number of sensors on the served area, the required level of quality of service, the number of information flows and the amount of data transferred. Thus, for the same room constant climatic conditions sufficient to use the network of the "point to point" with one or two devices FFD.

3. Analysis of the consumption of resources and energy. Most sensors are mobile devices with built-in power sources. Therefore, one of the factors is the length of the operation unit energy consumption. Passive scanning channel leads to large energy losses. The solution of the problem is a periodic activity nodes, ie, a node can operate in three modes: Desktop, passive and off. In order to conserve electricity in WSN should implement two methods of network. The first of these methods assumes that the network coordinator is constantly active. It monitors your network and therefore is able to exchange data with the highest possible speed. For some parts of the signals coordinator periodically switching network is operating and exchanging messages. In the second method, the functioning of the entire network is in idle mode, including the coordinator. Data exchange is performed within individual network segments that run periodically. So can not only save energy, but also avoid the effect of individual network segments to each other. Illustration of the energy saving mode to an active coordinator and coordinator in working mode is shown in Figure 2.
In order to increase the effectiveness of WSN need to use different levels of the network hierarchy. It is also necessary to apply the method of saving. Deemed the construction of modern WSN is based wireless technology that provides reliable operation and mobility. Recommended standard 802.15.4 ZigBee for WSN, and if necessary to provide high-speed data - standard 802.15.3a.

IEEE 802.11 is a set of media access control (MAC) and physical layer (PHY) specifications for implementing wireless local area network (WLAN) computer communication in the 2.4, 3.6, 5 and 60 GHz frequency bands. They are created and maintained by the IEEE LAN/MAN Standards Committee (IEEE 802).

The base version of the standard was released in 1997 and has had subsequent amendments. The standard and amendments provide the basis for wireless network products using the Wi-Fi brand. While each amendment is officially revoked when it is incorporated in the latest version of the standard, the corporate world tends to market to the revisions because they concisely denote capabilities of their products. As a result, in the market place, each revision tends to become its own standard. Within the IEEE 802.11 Working Group, the following IEEE Standards Association Standard and Amendments exist:

IEEE 802.11-1997: The WLAN standard was originally 1 Mbit/s and 2 Mbit/s, 2.4 GHz RF and infrared (IR) standard (1997), all the others listed below are Amendments to this standard, except for Recommended Practices 802.11F and 802.11T.

IEEE 802.11a: 54 Mbit/s, 5 GHz standard (1999, shipping products in 2001)
IEEE 802.11b: Enhancements to 802.11 to support 5.5 and 11 Mbit/s (1999)
IEEE 802.11g: 54 Mbit/s, 2.4 GHz standard (backwards compatible with b) (2003)
IEEE 802.11n: Higher throughput improvements using MIMO (multiple input, multiple output antennas) (September 2009)

Conclusions

Sensory systems now rapidly developing, improving and is an important part of the information society, providing monitoring of various industrial, natural, social and other processes.

Consider the appropriateness of building a modern WSN as multilevel hierarchical structure, where the hierarchy correspond to the magnitude of a part of the network, and the principle of self-organization is implemented at all levels.
The analysis of the important issues BSM - problems of power of individual elements. It is shown that the power is typically provided by independent sources that are set in different elements WSN. This method requires the use of energy efficiency, which is achieved through the use of modes of operation of units: working, passive off.

The expediency of building a modern WSN -based wireless technology that provides mobility and reliability of WSN. For personal wireless networks recommended standard 802.15.4 ZigBee.
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1.4.46
A new approach of leading edge diagnosis based on optic fiber injection into the composite materials is proposed. The result of semi-natural modeling the system components is provided.

Introduction. Having complete and accurate information about the time, place and degree of injury in a sudden flight accident gives an opportunity to assess the development of an emergency and perform the necessary actions to prevent its development.

Aerodynamic diagnostics system.

The use of composite materials is due to high strength and stiffness and low weight compared to metallic materials. However, a significant disadvantage of polymer composites is the possibility of hidden internal destructive micro shock due to various influences, which can cause accidents in the operation of the aircraft.

To diagnose internal progressive structural damage and injuries in flight that occur when a collision with biological electrical and mechanical facilities happens, using fiber optic sensors is proposed, the principle of which is based on the phenomenon of reflection of light in inhomogeneities in optical fibers.

Optical fibers embedded in the composite structure band during deformation, so the reflected light power that returns by optical fibers from the place of fiber destruction decreases. This power change is processed in signal processing unit (classifier). This fiber-optic diagnostic structure embedded in a composite material is used for identification of the time, place and the degree of damage.

Microcontrollers are an effective means of automating a variety of complex dynamic objects and processes.

Use of Atmel's AVR 8-bit RISC-microcontroller is proposed. They are a powerful tool an excellent basis for the creation of modern high-performance embedded controllers.

By the microcontroller there are LEDs and photoresistors (Fig. 1) connected which function assigned to the system.
Custom LED resistance after saturation is very small, and without a resistor that limits the current through the LED, it blows, the order of inclusion "resistor before" or "resistor after" – is not important (Fig. 2).

Calculate which resistor R in the above scheme should be used to obtain optimum power dissipation.

Initial data for calculation: the voltage drop across the LEDs $V_F=2.3\text{V}$, rated current $I=20\text{mA}$, $V_{CC}=5\text{V}$.

Calculate the voltage the resistor should take:

$$U_R = V_{CC} - V_F = 5 - 2.3 = 2.7\text{V}.$$ 

According to Ohm's law we find the values of resistance that will provide a fall:

$$R = \frac{U_R}{I} = \frac{2.7}{0.02} = 135\Omega$$

Find the power needed for resistor dissipating:

$$P_R = I^2 \cdot R = 0.02^2 \cdot 135 = 0.054 \text{ W}$$

Photoresistor acts as a resistive sensor in a diagnostic system.

Consistently connected resistors divide the voltage supplied to them in a certain proportion, thus forming a voltage divider (Fig. 3 a.), and replacing one of the resistors with resistive sensor, a resistive sensor is obtained (Fig. 3 b).
As LED brightness varies according to the supplied voltage to adjust the brightness we shall add resistive sensor based on the potentiometer. The result is a schematic diagram of reflectometer diagnosing system (Fig. 4).

![Schematic diagram of the reflectometer diagnostic system](image)

Fig. 4. Schematic diagram of the reflectometer diagnostic system

To test, draw on the breadboard circuit reflectometer (Fig. 5).

![Test circuit diagnostic system](image)

Fig. 5. Test circuit diagnostic system

For performance testing, breadboard should be placed in a dark environment to simulate shell system diagnostics. As a result of semi natural experiment we obtain data on a scale 0-1023 that corresponds to voltage 0 ... 5V. Based on the performance of experiments (Fig. 6), we obtain experimental values for the system.

![The experiment on the reaction rate](image)

Fig. 6. The experiment on the reaction rate.
In table 1 there are results obtained within 10 seconds of the experiment.

Table 1.

<table>
<thead>
<tr>
<th>normal environment</th>
<th>dark environment without LED</th>
<th>dark environment with 50% of the voltage across the LED</th>
<th>full voltage for the LED</th>
</tr>
</thead>
<tbody>
<tr>
<td>950</td>
<td>949</td>
<td>188</td>
<td>190</td>
</tr>
<tr>
<td>949</td>
<td>949</td>
<td>190</td>
<td>190</td>
</tr>
<tr>
<td>950</td>
<td>950</td>
<td>187</td>
<td>189</td>
</tr>
<tr>
<td>949</td>
<td>949</td>
<td>189</td>
<td>188</td>
</tr>
<tr>
<td>950</td>
<td>950</td>
<td>190</td>
<td>191</td>
</tr>
<tr>
<td>949</td>
<td>949</td>
<td>188</td>
<td>190</td>
</tr>
<tr>
<td>950</td>
<td>950</td>
<td>190</td>
<td>191</td>
</tr>
<tr>
<td>950</td>
<td>950</td>
<td>189</td>
<td>190</td>
</tr>
<tr>
<td>949</td>
<td>950</td>
<td>190</td>
<td>190</td>
</tr>
</tbody>
</table>

While fiber fracture occurs subsidence signal, i.e. change in the amount of reflected light is 6-18%, so the error of the results obtained in different conditions should not exceed 75% of this value that should not be greater than 4% of the maximum value of the sample.

\[ 4\% \text{ of } 950 = 3.8 \approx 4 \]

In a normal environment values vary from 949 to 950. 950 - 949 = 1 <4, in a dark environment without LED 191 - 188 = 3 <4, in a dark environment with 50% of the voltage across the LED is 221 - 219 = 2 <4, and at full voltage for the LED 550 - 548 = 2 <4. Thus, we can conclude that the proposed system provides the necessary accuracy.
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METHODS OF PEER REVIEW OF QUALITY INDICATORS OF ELECTROCOMMUNICATION SYSTEMS THE DISASTER ZONE IN TERMS OF DESTRUCTIVE INFLUENCES

With the emergence of an emergency, information and telecommunication resources partially or completely lose their properties. Therefore, improving the process necessary peer review of quality indicators of telecommunication systems disaster are interim of destructive influences.

As in Ukraine and all over the world, every year there are serious emergencies of various kinds, of which the people are killed and property damage up to several billion. It is known that almost all emergencies result in loss of information and telecommunication support the rescue and recovery process works, so the problem is almost instantaneous recovery of information and telecommunication support is very important. [1]

The solution to this practical problem at the present time is carried out as follows:

There is a set of projects \{T_1, ..., T_k\}. The decision to implement the project TKS disaster area attracted a group of experts who carry out an examination on the traditional model of expert evaluation. (Such as “Method scanning”, “method of morphological analysis”, “method Saaty”, “cross-impact method”, “Delphi method”, “method of brainstorming” etc.) [2]

But in practical application accepted for projects TCS disaster zone, they are not in full carry out their functions. It is therefore necessary to improve the methodological support peer review process of decision making for projects TCS disaster zone.

The main idea and principles of application.

Innovation is the improvement of the existing model assessment of projects TCS disaster area using systematic methodology of prediction. It allowed such as design for all types of TCS disaster zone hierarchical system of criteria for evaluating their effectiveness, improve the method of selecting the best option in the face of uncertainty, to develop expert modeling complex simulations to validate the decisions.

Figure 1 depicts a method for peer review of quality indicators of telecommunication systems the disaster zone in terms of destructive influences.
Building a system of criteria for evaluating the effectiveness of TCS disaster zone reflects estimates by experts on the effectiveness of TCS network, data link and physical level when collected and analyzed information on lesion area and information and telecommunication software affected. [3]

Figure 2 Performance of simulation modeling TCS disaster zone
Also constructed scenarios of the emergency calculated amount and scope, and impact on the TCS.

Once assembled variants, analysis of all the criteria is the choice of the best options offered. Filled matrix containing the script \( \{ C_1, ..., C_n \} \) and \( \{ T_1, ..., T_m \} \) - TCS projects disaster zone. Each project contains all the scenarios for which experts exhibit conditional assessment of their feasibility and effectiveness. Options is carried out using the methods of game theory such as “Wald criterion”, “the criterion Savage” and “criterion Hurvytsya”.

For practical application selections, performed a simulation model, and estimates the efficiency of a system. (Figure 2)

Conclusions:

As a result it is concluded that the proposed system is better suited for this emergency, and a decision on the implementation of this method. [4]. Also, my methods are entered into the database, for revision and editing, when the emergency was repeated again.

This way increases the efficiency of telecom and information support of an emergency by using the improved model assessment of projects TCS disaster zone.
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This article is proposed to solve the problem of effective management of electricity consumption airport. As results will ensure the efficient use of electric energy receivers airports contribute to the equalization of load demand energy systems that will ensure proper operation and minimize costs in the face of rising electricity prices.

Efficient use of electricity and airports reasonableness of costs is one of the most important and urgent issues.

One way of achieving the goal is to improve the management structure of its consumption [1]. Efficient power consumption mode control will ensure efficient electricity consumption receivers airports contribute to the equalization of load demand energy systems that will ensure proper operation and minimize costs in the face of rising electricity prices.

Airports - multipurpose transport company, which is the ground part of the air transport system. Receivers electricity airport is equipment that provides takeoff and landing transport ships and their ground handling, receiving and sending passengers, baggage, mail and cargo. To perform its functions airport using runway, terminal, Terminal area, ground facilities and equipment with the staff. Therefore, it is important and urgent implementation of energy saving policy for airports Ukraine, both for companies with annual growth of electricity consumption due to the increase in air traffic and the introduction of new facilities.

The aim of the study is to develop an effective management structure electricity consumption airport.

To achieve these goals it is necessary to solve the following problems:
- analysis of the existing management of electricity consumption;
- analysis of the current device to control consumption of electricity airports;
- development of an effective management structure consumption of electricity airports.

The effectiveness of management of electricity consumption is largely determined by the perfection of measures for sustainable consumption.

The main functions of Demand Side Management include [2]:
- planning;
- accounting and control;
- normalization;
- analysis;
- decision-making;
- corrective action.

Providing these areas of improvement is achieved through the development and implementation of a clear structuring of individual tasks, their interrelationships, algorithmic methods of solving, organizing and streamlining workflow.
One of the most important elements of the internal environment of the company is its organizational structure management. Organizational structure regulates the distribution of tasks to departments and divisions of the company; departments and units of competency in dealing with certain problems; overall interaction of departments and divisions. Organizational structure has a direct impact on the implementation of the business strategy, its interaction with the environment and efficient task.

For effective management system is necessary to establish it with information. This requires information that describes [3]:
- input and output parameters that indicate the volume, composition, properties and interactions towards material and energy flows;
- technical or design-composing options and patterns of interaction of individual objects (energy consumers) and sub-energy economies;
- functioning of organizational conditions (energy consumers) and sub-energy economies;
- regime-specific technological parameters of the processes taking place at the sites of energy economies;
- technical - economic parameters that reflect the results of the energy economies at different levels of hierarchical management structure.

Of the energy sector aimed at achieving high performance of the company. Achieving these goals requires increasing the effectiveness of energy management control systems, including:
- ensuring the company's management guidelines and practices for prospective and current planning energy management and operational management, which is essential for making economically sound decisions;
- improvement of the organizational structure of the energy sector through a clear division of functions and problems solved in some of its services;
- increase the reliability of the production units of the enterprise by improving the quality of power supply and ensure effective repair service power equipment;
- improving the logistics of all parts of the energy sector;
- strengthening coordination with other subsystems of the enterprise.

Providing these areas of improvement is achieved by a clear structuring of individual tasks, complete linking them together in time and in space, algorithmic methods of solution, streamlining workflow. The necessary step in power management on quality airport is the choice of the indicator of energy efficiency. An indicator of energy is - absolute or relative magnitude of the cost of energy resources that are set by national standards, and the introduction of the following standards - technical regulations nameplate equipment, standards and regulations specific consumption of energy resources.

Under the current regulatory laws are a number of indicators of efficiency. Given the specifics of airport performance may be specific consumption rate of energy resources and energy, and in some cases:

Organizational and methodological tools effective energy management [4] in power technology systems of airports based on the principles of consistency, regularity, documents, independence, credibility, transparency, validity and provides
a consistent implementation of the following functions: planning, monitoring and control, normalization, analysis, decision making and corrective action.

To form the initial set of elements is used as the knowledge and experience of personnel, and various documentary information (energy passport enterprises and individual consumers of energy, financial and economic performance of the enterprise, forms of state statistical reporting regime typical daily schedule electric (heat) load and graphics consumption energy (per month, quarter, year), documentation of the repair, commissioning and testing works consuming equipment, energy efficiency programs and annual reports on their implementation, reports on preliminary energy audit, promising programs and projects of enterprise restructuring and modernization of its individual units, the survey and questioning of management and personnel).

Objectives and data collection necessary to put in an automated system control and energy metering. For most modern automated control and energy metering is implemented only accounting tasks and data visualization, reporting. Formation of an information management system software, especially with limited capital investment, equipment and labor costs, is essential for efficient operation. In this regard, proposed a closed system of effective electric power consumption airport, where management will be conducted for each facility and the airport in general. At the same time carried continuous, or periodic monitoring of indicators of effective consumer object (specific consumption of electric energy on core activities, etc.). As a result of the control decision is rational consumption until the next control, or to conduct energy-saving measures for the necessary facilities (maintenance work, replacement of equipment, modes of regulation, etc.).

Conclusions

1. Problem of performance management FER consumption is extremely important today for both individual companies and for certain industries, and the state as a whole.
2. Implementation of improved performance management system energy consumption for airports allowing for the equipment of the company, the specifics of its work will contribute to the energy consumption.
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The article contains a nonlinear mathematical model for a wide class of energetic objects: gas turbine engines of aircraft and ships; gas compressor units; gas turbines and mobile power plants; steam-turbine plants; diesel power units; pumps, etc. On the basis of the Picard iteration method obtained an algorithm for calculation of the phase vector for a given input action.

Analytical description of processes in energy facilities is possible by a system of nonlinear differential and algebraic equations of the form [1]:

\[
\begin{align*}
\dot{y} &= \mathbf{F}(y) + \mathbf{u}_f(t), \\
\mathbf{G}(y) + \mathbf{u}_o(t) &= 0.
\end{align*}
\]

In the system (1) \( y \) is a vector of condition variables; \( \mathbf{F} \) and \( \mathbf{G} \) are corresponding nonlinear vector-functions; \( \mathbf{u}_f(t) \) and \( \mathbf{u}_o(t) \) are vector-functions of external influences including control. Vector functions \( \mathbf{F} = \left[ F_1, F_2, \ldots, F_q \right]^T \) and \( \mathbf{G} = \left[ G_{e1}, G_{e2}, \ldots, G_{eq} \right]^T \) are limited in space \( \mathbf{Y} \), i.e. on the entire set of admissible condition parameters. Consider functions \( F_i \) and \( G_i \) as continuous and \( s \) times differentiable in this space.

Let's expand vector-functions \( \mathbf{F} \) and \( \mathbf{G} \) in the Taylor series up to the \( s \) member:

\[
\begin{align*}
\mathbf{F}(y) &= \mathbf{F}(y_0) + \left\{ \frac{\partial \mathbf{F}}{\partial y} \right\}_0 (y - y_0) + \sum_{k=2}^{s} \frac{1}{k!} \left\{ \frac{\partial^k \mathbf{F}}{\partial y^k} \right\}_0 (y - y_0)^k + \mathbf{R}_f(y), \\
\mathbf{G}(y) &= \mathbf{G}(y_0) + \left\{ \frac{\partial \mathbf{G}}{\partial y} \right\}_0 (y - y_0) + \sum_{k=2}^{s} \frac{1}{k!} \left\{ \frac{\partial^k \mathbf{G}}{\partial y^k} \right\}_0 (y - y_0)^k + \mathbf{R}_o(y).
\end{align*}
\]

In (2) \( \mathbf{R}_f \), \( \mathbf{R}_o \) are residual terms of the expansion, which as infinitesimal quantities of higher order with respect to \( (y - y_0)^k \) are falling in further.

Let's substitute (2) in the system of equations (1), as a result we obtain:

\[
\begin{align*}
\dot{y} &= \mathbf{F}(y_0) + \left\{ \frac{\partial \mathbf{F}}{\partial y} \right\}_0 (y - y_0) + \sum_{k=2}^{s} \frac{1}{k!} \left\{ \frac{\partial^k \mathbf{F}}{\partial y^k} \right\}_0 (y - y_0)^k + \mathbf{u}_f(t), \\
0 &= \mathbf{G}(y_0) + \left\{ \frac{\partial \mathbf{G}}{\partial y} \right\}_0 (y - y_0) + \sum_{k=2}^{s} \frac{1}{k!} \left\{ \frac{\partial^k \mathbf{G}}{\partial y^k} \right\}_0 (y - y_0)^k + \mathbf{u}_o(t).
\end{align*}
\]
Assume that at the solution of equations (3) we have zero initial conditions. Otherwise, need to subtract from the vector-function \( \mathbf{u}_s(t) \) the delta function with intensity equal to the initial value of the corresponding derivative. The free members expansions \( \mathbf{F}(y_0) \) and \( \mathbf{G}(y_0) \) are also relate to vector-functions \( \mathbf{u}_s(t) \) and \( \mathbf{u}_0(t) \).

As a result we obtained components of equivalent external influences

\[
\mathbf{u}_i(t) = \left[ \varphi_i(t) + F_i(y_0, y_0, \ldots, y_n) - \delta_i(t), \ i = 1, q; \right]
\]

\[
\varphi_i(t) + G_i(y_0, y_0, \ldots, y_n), \ i = q + 1, n.
\]

Denoting \( x_i = \frac{y_i - y_{0i}}{y_{0i}} \) and \( p = \frac{d}{dt} \) obtain the system of equations (3) in dimensionless operator notation in deviations:

\[
\begin{align*}
(p - a_{ii}) x_i - a_{i2} x_2 - \cdots - a_{in} x_n - f_i(x_1, x_2, \ldots, x_n) &= u_i(t), \\
(p - a_{ii}) x_i - a_{i2} x_2 - \cdots - a_{in} x_n - f_i(x_1, x_2, \ldots, x_n) &= u_i(t),
\end{align*}
\]

\[
\begin{align*}
(p - a_{ii}) x_i - a_{i2} x_2 - \cdots - a_{in} x_n - f_i(x_1, x_2, \ldots, x_n) &= u_i(t), \quad \text{(4)}
\end{align*}
\]

\[
\begin{align*}
-a_{ii} x_i - a_{i2} x_2 - \cdots - a_{in} x_n - f_i(x_1, x_2, \ldots, x_n) &= u_i(t).
\end{align*}
\]

In system of equations (4) are denoted:

\[
a_i = y_{0i} \left( \frac{\partial F_i}{\partial y_j} \right)_{y_0}, \ i = 1, q, \ j = 1, n \quad \text{and} \quad a_i = y_{0i} \left( \frac{\partial G_i}{\partial y_j} \right)_{y_0}, \ i = q + 1, n, \ j = 1, n;
\]

\[
f_i(x_1, x_2, \ldots, x_n) = \sum_{k=1}^{q} \sum_{j=1}^{n} y_{0j} \left( \frac{\partial F_i}{\partial y_j} \right)_{y_0} F_i(y_1, y_2, \ldots, y_n), \ i = 1, q;
\]

\[
f_i(x_1, x_2, \ldots, x_n) = \sum_{k=1}^{q} \sum_{j=1}^{n} y_{0j} \left( \frac{\partial G_i}{\partial y_j} \right)_{y_0} G_i(y_1, y_2, \ldots, y_n), \ i = q + 1, n.
\]

Equations (4) already prepared for solve with help of Picard iterations.

Let's write them in vector-matrix form and divide obtained system into two subsystems using block matrix \( \mathbf{E}_q \) with total dimension \( n \times n \):

\[
\mathbf{E}_q = \begin{bmatrix}
\mathbf{E} & \mathbf{0}^{n \times q} \\
\mathbf{0}^{q \times n} & \mathbf{E}^{q \times q}
\end{bmatrix},
\]

which consists of \( \mathbf{E} \) - identity matrix with \( q \times q \) dimension, and zero matrixes of corresponding dimensions.
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For values $i = \overline{1,q}$ the subsystem shows a dynamic component of the object in general, and at $i = \overline{q+1,n}$ - inertialess.

Furthermore, the coefficients of the linear part are summarized in the matrix $A = \left( a_{ij} \right)^{n}_{i=1}$, the nonlinear components and external actions - in corresponding vectors $f(x) = \left( f_i(x) \right)^{n}_{i=1}$ and $u(t) = \left( u_i(t) \right)^{n}_{i=1}$.

Thus, the system of equations (4) takes the form:

$$(pE_q - A)x = f(x) + u(t).$$

Further we act in accordance with the recommendations [2]. Picard iterations are as follows:

$$x^{(0)}_i(t) = \left( pE_q - A \right)^{-1}u(t) - \text{first iteration;}$$

$$x^{(k)}_i(t) = \left( pE_q - A \right)^{-1}u(t) + \left( pE_q - A \right)^{-1}f\left( x^{(k-1)} \right), k \geq 2 - k \text{-th iteration.}$$

Corresponding shortened Picard iterations can be written in the form:

$$x^{(0)}_i(t) = \left( pE_q - A \right)^{-1}u(t),$$

$$x^{(k)}_i(t) = \left( pE_q - A \right)^{-1}u(t) + \left[ \left( pE_q - A \right)^{-1}f\left( x^{(k-1)} \right) \right]_i, k \geq 2. \quad (5)$$

Index "r" near square brackets means that the expanded notation vector-function in the square brackets, contains components, each of which consist of a non-linear operator with degree not higher $s$, and the rest of components are discarded.

The second relation of (5) is an approximate solution of the system (4).

Conclusions

Mathematical model of energetic object is the system of nonlinear differential and algebraic equations whose solution may be by the method of successive approximations Picard
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STABILIZATION OF HEIGHT HOVERING OF HELICOPTER IN CONDITIONS OF DISCRETE EXTERNAL PERTURBATIONS

The characteristics of the helicopter as an object hovering stabilization under the action of external discrete factors. That the model of acceleration change evaluation of the helicopter using an extended Kalman filter EKF.

According to the world’s best practice the occasions of helicopter use for high-accuracy works become more and more frequent. For example cargo throw into the narrow pipe (as in fourth unit of Chernobyl NPP), or installation of telescopic mount for radio and television stations, etc. Mentioned work requires close and accurate stabilization of the helicopter with respect to a given point. However, these works are not only difficult, but also dangerous. It’s impossible to forecast all dangerous factors but you can minimize the risk. Analysis of recent publications on the subject shows that the crew in conjunction with the stabilization system based on modern control technologies can reduce the risk significantly.

Installation work and spot landing in condition of difficult external influences requires special attention of the crew. Also it required high coherence and clarity of executing commands which creates additional physiological load different from the loads during the normal flight. Differential inclusion of automatic control system (ACS) in the main control wiring allows to reduce load on the crew and to release them from automatic stabilization functions. But hovering mode control during high-accuracy works is still very difficult according to latest analysis and research. Existing ACS’s in hovering mode are not fully meet all necessary requirements for high-accuracy works. So, development of new technologies and new technical devices for automatization of hovering mode stabilization with respect to a given point is a priority task.

Helicopter is unstable laterally and longitudinally during hovering. To compensate these shortcomings, the helicopter must be equipped with some artificial stabilization. Hovering flight operations performed usually at a height of up to 10 m of a predetermined point, in the area of "air cushion" under normal summer conditions. Hovering height should be increased to 10-30 m during installation works or high-accuracy cargo throw. But safe vertical landing can not be provided in case of engine failure.

Authorization for hovering is allowed for visibility not less than 500 m and cloud height not lower than 50 m in the. That not depends of commander minimum. Height hovering in the zone of influence of the air cushion is determined visually on the ground and periodically monitored by the radio altimeter readings or SNS (satellite navigation system).

Rear wind and side wind significantly complicates single-rotor helicopter hovering [4]. Hovering become more complicated by the action of a discrete (gust) wind. Tangage angle should be increased, for the lowering of the tail boom and the
growing body of the helicopter, which operates wind and the longitudinal aerodynamic force biasing helicopter while rear wind. That requires even greater deviations helicopter tangent to hold it over a given point. Equation of the longitudinal displacement of the helicopter in the starting coordinates OXgYgZg takes the following form:

$$\dot{X} = AX + BU - GW + F,$$

where $X = \begin{bmatrix} X_L \ X_R \ \dot{X}_L \ \dot{X}_R \ H_0 \ \omega_0 \ \dot{\omega}_0 \end{bmatrix}$ - the state vector; $U = \begin{bmatrix} \delta_e \ \delta_\omega \end{bmatrix}$ - vector control;

$W = \begin{bmatrix} W_x \ W_y \ \dot{W}_x \ \dot{W}_y \end{bmatrix}$ - wind velocity; $F = \begin{bmatrix} f_x \ f_y \ \dot{f}_x \ \dot{f}_y \end{bmatrix}$ - a discrete component of the wind.

Coefficient matrix management system (1) have the form:

$$A = \begin{bmatrix} A_{g_{XgX}} & A_{g_{XgY}} & A_{g_{XgZ}} & A_{g_{YgX}} & A_{g_{YgY}} & A_{g_{YgZ}} & A_{g_{ZgX}} & A_{g_{ZgY}} & A_{g_{ZgZ}} \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ \end{bmatrix}; \quad B = \begin{bmatrix} B_{g_{XgX}} & B_{g_{XgY}} & B_{g_{XgZ}} & B_{g_{YgX}} & B_{g_{YgY}} & B_{g_{YgZ}} & B_{g_{ZgX}} & B_{g_{ZgY}} & B_{g_{ZgZ}} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix};$$

$$G = \begin{bmatrix} G_{g_{XgX}} & G_{g_{XgY}} & G_{g_{XgZ}} & G_{g_{YgX}} & G_{g_{YgY}} & G_{g_{YgZ}} & G_{g_{ZgX}} & G_{g_{ZgY}} & G_{g_{ZgZ}} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix}; \quad F = \begin{bmatrix} F_{g_{XgX}} & F_{g_{XgY}} & F_{g_{XgZ}} & F_{g_{YgX}} & F_{g_{YgY}} & F_{g_{YgZ}} & F_{g_{ZgX}} & F_{g_{ZgY}} & F_{g_{ZgZ}} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix}.$$  \hspace{1cm} (2)

Matrix $A$ in the system (2) defines the characteristics of stability, and the matrix $B$ - the handling characteristics of the helicopter under the action of external discrete perturbations. Matrix elements (2) are the product of forces and moments acting on the helicopter:

$$\begin{align*}
\begin{bmatrix} \dot{X}_g \\ \dot{Y}_g \\ \dot{Z}_g \\ \dot{X}_g' \\ \dot{Y}_g' \\ \dot{Z}_g' \end{bmatrix} &= \begin{bmatrix} \frac{\partial X_g}{\partial V_{Xg}} & \frac{\partial X_g}{\partial V_{Yg}} & \frac{\partial X_g}{\partial V_{Zg}} & \frac{\partial X_g}{\partial \delta_e} & \frac{\partial X_g}{\partial \delta_\omega} \\ \frac{\partial Y_g}{\partial V_{Xg}} & \frac{\partial Y_g}{\partial V_{Yg}} & \frac{\partial Y_g}{\partial V_{Zg}} & \frac{\partial Y_g}{\partial \delta_e} & \frac{\partial Y_g}{\partial \delta_\omega} \\ \frac{\partial Z_g}{\partial V_{Xg}} & \frac{\partial Z_g}{\partial V_{Yg}} & \frac{\partial Z_g}{\partial V_{Zg}} & \frac{\partial Z_g}{\partial \delta_e} & \frac{\partial Z_g}{\partial \delta_\omega} \\ \frac{\partial X_g'}{\partial \delta_e} & \frac{\partial X_g'}{\partial \delta_\omega} & \frac{\partial Y_g'}{\partial \delta_e} & \frac{\partial Y_g'}{\partial \delta_\omega} & \frac{\partial Z_g'}{\partial \delta_e} & \frac{\partial Z_g'}{\partial \delta_\omega} \\ \end{bmatrix},
\end{align*}$$

where $J_{Zg}$ - the moment of inertia about the axis of the helicopter 0Zg earth coordinate system; $\delta_e, \delta_\omega$ - deflection angles swash in the longitudinal plane and the collective pitch of the main rotor, respectively.

The angle of attack and tail rotor thrust and of the blades are decreasing during left side wind. Transverse aerodynamic force housing at discrete wind rocked the helicopter into the wind. If we consider only the case of the perturbed hovering,
the aerodynamic torque, corresponding to a constant angle setting of the blade relative to the shaft axis, can not be taken into account and consider only the aerodynamic moments due indignant flapping. If we consider flapping blade is minimal, \( \cos \beta = 1 \), than we obtain that the flow velocity in the direction of the chord \( \omega_{H} \left( r + \hat{r}, R \right) \), so that the local variation of the angle of attack due to blade flapping power [3]:

\[
\Delta \alpha = -r \frac{\hat{\beta}}{r + \hat{r}, R} = -r \frac{\frac{d\beta_0}{d\psi}}{\frac{d\psi}{r + \hat{r}, R}}, \tag{4}
\]

where \( F = \frac{r}{R} \).

The right pedal should be pressed ahead and drive the swash plate (SP) to the left, causing a decrease in rotor thrust (RT), balancing the force of gravity of the helicopter and the shaft power RT. All mentioned actions should eliminate turn left and right movement of the helicopter.

The inductive flow direction of tail rotor (TR) while wind is right-hand has anti-wind direction and after reaching the speed \( |w_{21}| < 6 \sim 4 \) m/s causes the formation of a vortex ring mode, sophisticated inductive influence swirling flow RT keel and ground proximity [3]. When you offset the reduction in thrust TR challenge modes vortex ring with the wind right and prevent displacement and turning the helicopter left step necessary to increase TR, so that when \( |w_{21}| > 10 \sim 12 \) m/s reserve the right pedal control can be settled.

Recent discoveries in estimation theory, as well as in computer technology enables very sophisticated algorithms helicopter under the action of discrete disturbances (1). Most common in the currently received estimation method based on the Kalman filter. In our case it’s convenient to use the extended Kalman filter (EKF). The most important issue in the construction of EKF for stabilizing of the helicopter hovering under discrete perturbations, is the choice of the model of change of acceleration with respect to a given point. Propose a model that accurately describes it acceleration is impossible, since there is no possibility to predict the effect of discrete wind.

In this case selected model systems with zero acceleration helicopter hovering about a specified point. In the case of such a model number of state parameters EKF (2) is reduced to six: three components of the radius vector of a given point with respect to the position of the helicopter and the relative velocity vector displacement of the helicopter. Differential equation of state takes the form:

\[
\Delta \dot{D}(t) = \Delta \dot{V}(t) \tag{5}
\]

\[
\Delta \dot{V}(t) = -A_{M}(t) + W_{M}(t) \}
\]

Model system for EKF takes the form [3]
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If the system model is given by equation (6), the state transition matrix can be written as

$$
\Phi(t_k,t_{k-1}) = 
\begin{bmatrix}
1 & \Delta t_k \\
- & - \\
0 & 1
\end{bmatrix}
$$
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EXPERIMENTAL DIAGRAM OF BOUNDARY STRESSES IN THERMOCYCLIC TESTING OF HEAT RESISTING MATERIALS AND ANALYTICAL ESTIMATION OF DURABILITY

It is shown experimental and calculated fatigue life of several high-temperature chrome-nickel alloys for gas turbine engine "hot part" components at critical points. It is assumed that the specimen materials are tested at the regimes maximum close to operating conditions of the components at the critical points which limit the useful life and specified life of gas turbine engines.

Introduction

Development of powerful engines requires new models and methods of calculation. The correctness of the models and methods of calculation is confirmed by the experimental data of thermocyclic durability available in the literature [1, 2]. This empirical model should more accurately represent effect of extreme value of temperature and thermomechanical stresses and allow determination the influence of thermomechanical stresses cycle asymmetry on the strength of materials and gas turbine engine components reduction. The main problem is to determine the optimal level and parameter of cycle asymmetry.

Analysis of research and publications

The analysis has showed that known thermocyclic durability characteristics are not enough to develop empirical models as for the well-known high-temperature materials so for the latest high-temperature alloy. It is known a lot of theoretical models using three-component approach to calculation of GTE parts, but they are not sufficiently confirmed by experimental characteristics. The model of three-component load is commonly used [3]. This model is based on approximation of hypothetical surfaces of boundary stresses by equation of elliptic paraboloid form:

$$\sigma = \alpha + \beta \sigma_m + \gamma \sigma_m^2 + \delta \Delta \sigma_{TM} + \lambda (\Delta \sigma_{TM})^2,$$  \hspace{1cm} (1)

where: $\sigma_a$ – amplitude of cyclic stress; $\sigma_m$ – average stress of cycle; $\Delta \sigma_{TM}$ – thermomechanical stresses range; $\alpha, \beta, \gamma, \delta, \lambda$ – parameters determined by the experimental characteristics of high-temperature materials thermocyclic durability. These parameters were obtained under the following loading conditions (fig. 1): during vibration fatigue loading in terms of symmetric load cycle with an amplitude of stress $\sigma_{-1}$; with asymmetric fatigue loading ($\sigma_a + \sigma_m$); sustained static thermal cyclic loading with the level of stress $\sigma_{ct}$; at (vibration) fatigue load imposed on the cyclic thermomechanical stress ($\sigma_a + \sigma_{TM}$); with a load of thermal fatigue in...
imposed on the cyclic thermomechanical stress \((\sigma_a + \sigma_{\text{tm}})\); with a load of thermal fatigue in symmetric load cycle with an amplitude of stress \(\Delta\sigma_t\).

Asymmetric vibration stresses were studied by A. N. Vetrov [4]. According his studies boundary curves (asymmetric vibration) of stresses \(\sigma_a = f(\sigma_m)\) and \(\sigma_a = \phi(\Delta\sigma_{\text{tm}})\) can be described by the equations of the parabolas with sufficient accuracy. Coefficients \(a, \beta, \gamma\) can be defined by three experimental points. In the work [5] to provide accuracy of calculation it was proposed to approximate relation \(\Delta\sigma_{\text{tm}} = \psi(\sigma_m)\) by equations of parabola:

\[
\Delta\sigma_{\text{tm}} = a_1 + \beta_1 \sigma_m + \gamma_1 \sigma_m^2,
\]

where \(a_1, \beta_1, \gamma_1\) – parameters determined from experimental characteristics of thermocyclic durability of materials. The experimental characteristics were obtained under the following loading conditions (see dashed line in fig.1):

- at long term static loads with the equal levels of stress \(\sigma_{ct}\);
- at thermal fatigue load in symmetric cycle of thermal stresses with divergence of parameter \(\Delta\sigma_t\);
- at asymmetric thermomechanical loading scheme.

Approximating parameters \(a_1, \beta_1, \gamma_1\) of equation (2) by linear functions of the logarithm of the number of thermal cycles \(N\) to fracture we get [5]:

\[
N = \frac{a_{1T} + a_{2T} \left[\Delta\sigma_{\text{tm}} - \sigma_m (\beta_{11} + \gamma_{11} \sigma_m)\right]}{1 + \frac{\alpha_{2T}}{\lg N_2} \left[\beta_{12} - \beta_{11} + (\gamma_{12} - \gamma_{11}) \sigma_m\right]},
\]

where \(a_{1T}, a_{2T}, \beta_{11}, \beta_{12}, \gamma_{11}, \gamma_{12}, \alpha_{2T}, \lg N_2\) – approximation constants of \(a_1, \beta_1, \gamma_1\).

The proposed approach provides a more accurate estimation of thermocyclic durability due to correlation of the relation \(\Delta\sigma_{\text{tm}} = \psi(\sigma_m)\). But it requires additional experimental data. Therefore it is important to build an empirical model of thermocyclic durability based on a minimum of experimental data, and provide
pinpoint accuracy of computational evaluation. It is primary purpose of this study.

**Method and program of experimental research**

Researches were performed on the improved experimental facility described in work [6]. This facility allows to carry out asymmetric cyclic thermomechanical loading in a wide range of changes of cycle mean stress \( \sigma_m \).

The experimental facility allows researching of symmetric cycle loading \( (\sigma_m = 0, \Delta \sigma_{TM} = \Delta \sigma_T) \) and performs testing in terms of only static stresses and cyclic temperatures \( (\Delta \sigma_{TM} = 0, \sigma_m = \sigma_{cr}) \). Standard cylindrical samples of materials ЖС6К, ЖС6У, ЕИ437Б, ЕП99В, Х18H10Т having diameter of 5 mm, working length of 30 mm were studied on different modes. Each mode was tested at least 15 samples in three to five levels of stress.

Statistical analysis of the test results showed that the distribution of the number of cycles to fracture samples \( N \) corresponds to lognormal law, which is well illustrated by one of the modes of testing (fig.3). Lognormal density distribution of \( N \) can be displayed:

\[
\varphi(N) = \frac{\lg e}{N \sqrt{2\pi D_{\lg N}}} \exp \left( \frac{-(\lg N - M_{\lg N})^2}{2D_{\lg N}} \right)
\]

(4)

Fig. 3. Distribution of the number of cycles to fracture for alloy ЖС6К samples studied under thermocycling regime \( T_{min} + T_{max} = 250-900°C \):

1 – \( \sigma_{cr} = 580\)MPa; 2 – \( \sigma_{cr} = 500\)MPa;
3 – \( \sigma_{cr} = 450\)MPa; 4 – \( \sigma_{cr} = 350\)MPa;
5 – \( \sigma_{cr} = 310\)MPa

The parameters of this distribution: the mathematical expectation \( M_{\lg N} \) and variance \( D_{\lg N} \) dependent on the intensity of thermomechanical stresses \( \sigma_{TM} \) and can be described by linear functions of stress \( \sigma \):

\[
M_{\lg N} = a_1 + a_2 \sigma; \quad D_{\lg N} = a_3 + a_4 \sigma
\]

(5)

where \( a_1, ... a_4 \) parameters of distribution.

Usually dispersion of logarithm of the cycles number before fracture \( D_{\lg N} \) is considered independent of the stress level \( \sigma \), i. e. \( D_{\lg N} = a_1 = \text{const} \), but the results of this study show a monotonic decrease \( D_{\lg N} \) at load reduction (see fig.3). Computer calculations allowed to indicate that \( a_4 \approx 0 \) especially at purely thermal
loading $\Delta \sigma_r$ (when $\sigma_{ct} = \sigma_m = 0$); dispersion $D_{lgN}$ according to $a_j$ and $a_o$ does not have large absolute values and changes slowly, the coefficient $a_j$ has a small negative values, and the most important is the statistical evaluation of mathematical expectation of parameters $a_j$ and $a_o$. This allows using expressions (5) to determine the mathematical expectation and variance of the cycle’s number logarithm to fracture of models.

The median curves of thermocyclic durability for models of alloy ЖС6К are shown in fig.4. The curves graphed using expression (5) as relations of thermomechanical stresses range $\Delta \sigma_{tm}$ (during thermal cycles $T_{min} - T_{max} = 350-1000^\circ C$) and mean loading of cycle $\sigma_m$ of the cycles number to fracture $N$. The diagrams of limit stresses under asymmetric cyclic of thermomechanical loading as $\sigma_m = f(\Delta \sigma_{tm})$ is shown in fig.5.

This is also confirmed by the data of [7]. Presented in fig.5 experimental points of limit stresses can be approximated by the equation of inclined ellipse.

$$\frac{\sigma_{ct}^2 + \Delta \sigma_{tm}^2}{\sigma_{ct}^2 \Delta \sigma_{tm}^2} \leq \frac{1}{\sigma_{ct}^2} \frac{1}{\Delta \sigma_{tm}^2} \leq \frac{1}{\Delta \sigma_{tm}^2} (\sigma_m \sigma_m \Delta \sigma_{tm} = 1),$$

where $\sigma_{ct}$ - limit of prolonged static durability of the material at a thermocycling; $\Delta \sigma_r$ - range of thermocyclic stresses in symmetric cycle. To check the empirical model and the calculation method the experimental studies of thermocyclic durability of high-temperature alloys were carried out for different modes. This method was used to calculate the median durability according to the same data of asymmetric loadings. It showed that difference between calculated and experimental data is within the limits of accuracy of the experiment.
Conclusions:

1. Model of boundary stresses for the family of cyclic durability characteristics of high-temperature alloys ЖС6К can be approximated by the equation of an inclined ellipse with range of thermomechanical stresses and mean cycle stresses and described by the equation of 4-th power in durability logarithm lgN.

2. Relatively low levels of positive mean stresses of cycle increase limit value of thermomechanical stresses range and consequently lead to an increase of thermomechanical durability for thermocyclic and complex thermomechanical loading.

3. The positive effect of asymmetry cycle thermomechanical loading [1, 7] can be explained by static stress decreases negative thermomechanical stresses (absolute value) at the maximum temperature of the cycle.

4. The calculations by the proposed method and the additional experimental test showed good convergence of calculated and experimental thermocyclic durability with maximum accuracy up to 25%, this is within the limit of the experiment accuracy.

5. Experience shows that it makes sense to develop similar models and calculation methods, carry out experimental testing for all high-temperature alloys including the latest and give recommendation for practical using of alloys and materials of "hot parts" GTE components and other components operating in a cyclic asymmetric thermomechanical loading.
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METHOD FOR DETERMINATION OF GAS TURBINE ENGINE MAIN PARAMETERS

The article presents a method of thrust and specific fuel consumption of air-breathing engines determination. The method is based on measuring of instantaneous fuel flow rate, compressor delivery total pressure, atmospheric pressure and using of the mathematical dependences among listed and main gas turbine engine parameters.

Introduction

Diagnosing of gas turbine engines by the parameters characterizing gas dynamic processes is one of the most common and effective methods of engine operational status estimation. These methods estimate engine’s ability to create the required thrust.

Under reducing residual service life the change of such parameters like thrust, specific fuel consumption, gas temperature before the turbine and gasdynamic stability margin is regulated within limits defined by performance specification. The increase of engine operating time leads to divergence of engine basic parameters from values given in performance specification. It causes derating of performance characteristics of the aircraft. In addition thrust reduction reduces the level of flight safety. The increase of fuel consumption gives rise of operating costs. The development of methods of determination of the gas turbine engine main parameters in operation is an urgent task.

Review of existing methods of determination of the breathing engine main parameters in operation

Nowadays ensuring efficient operation on the status today of such complex functional systems like modern and advanced gas-turbine engines, an improvement of flight safety in the conditions of continuous design complexity and growing of thermal and mechanical loads is impossible without application of early detection methods and prediction of possible failures and their causes.

It is required measuring parameters of flow in all characteristic sections of engine for complete diagnostics of engine. The list of measuring parameters is limited in the practice.

Determination thrust and specific fuel consumption under operating conditions requires increase in the number of measuring parameters. For thrust determination it is necessary to use addition device (blast-meter).

The gas temperature before the turbine of modern gas turbine engines exceeds 1700 K. Direct measuring of this temperature requires using of a pyrometers.
having limited service life [1].

To determine the gas-dynamic stability margin it is necessary to measure the total pressure of air after compressor and use complex calculation methods to determine the position of the stability limit (surge line) [2].

**Method of determination of the jet engine main parameters in the ground conditions**

For developing a method of determination thrust and specific fuel consumption the basic problems were focused on using only authorized tools for measuring parameters and improving reading accuracy at the expense of a minimum number of measured parameters.

The thrust of jet engine in the aerodrome conditions can be determined with the formula given in the work [3]

\[
R = D \cdot \frac{k}{k-1} \cdot \beta_{sp} \left[ \left( \frac{D p_c^*}{p_u} \right)^{\frac{k-1}{k}} - 1 \right] + F_c \left[ D p_c^* \beta_{sp} - p_u \right]  
\]

where \( D = \sigma_{w0} \sigma_{v0} \sigma_{c} \frac{1}{\pi_T} \); \( \sigma_{w0}, \sigma_{v0}, \sigma_c \) – the total pressure loss coefficient in the combustion chambers, the mixing chamber and jet nozzle; \( \pi_T \) – expansion ratio in a turbine; \( k \) – the adiabatic exponent; \( \beta_{sp} = \left[ \frac{2}{(k+1)} \right]^{\frac{1}{k-1}} - \) critical pressure ratio; \( p_c^* \) – total pressure at the compressor exit; \( F_c \) – nozzle exit area; \( p_u \) – atmospheric pressure.

In modern turbojet and turbofan engine turbines the expansion ratio is constant in wide range of engine operating modes and is determined by the results of gas-dynamic calculation of a specified type of engine. The total pressure loss coefficients in the elements of the gas turbine engines are also determined by the results of gas-dynamic calculation of a specified type engine.

The total pressure of air exiting the compressor of improved controllability engines is registered by the authorized tools. The atmospheric pressure at the airport of take-off can be defined using authorized devices installed on aircraft, and using data of the weather service. The area of the jet nozzle is determined by measuring or use log book data.

The thrust of turbojet engines and bypass exhaust mixing engines, as follows from equation (1), depends on the total compressor delivery pressure and atmospheric pressure. Using the methods of correlation and regression analysis of the results of bench tests of the engines HK-8-2Y and D-30KII-2, it was gotten that for this series of engines thrust is determined by the following equation:
\[ R = A_1 p_K^* - A_2 p_H, \]  \hspace{1cm} (2)

where \( A_1 \) and \( A_2 \) - constants for this series of engines.

The formula (1) allows to determine thrust of turbojet engines and bypass exhaust mixing engines at the aerodrome conditions on the operating modes of the engine in which the expansion ratio in the turbine remains constant. The thrust definition at a derating modes for which the expansion ratio in the turbine changes, does not have practical significance, since these modes are used during taxiing and does not affect the level of flight safety.

The engines of low controllability do not have authorized tools for measuring the total compressor delivery pressure, but as a rule there are production holes past the compressor. They allow installing sensors for measuring the compressor delivery pressure during ground tests.

This allows determining thrust by using formula (1) for diagnostics of the engine operational status in service conditions.

\[ \overline{R} = 1 - \frac{V}{R_{G0}}, \]  \hspace{1cm} (3)

where \( \overline{R} = \frac{R}{R_o} \) - relative thrust; \( R_o \) - a thrust developed by an engine at takeoff power when ground speed of 0; \( V \) - speed of aircraft; \( R_{G0} \) - specific thrust of engine at takeoff mode.

Formula (3) can be used for calculation of aircraft take off and landing performance. After determination of engine thrust the specific fuel consumption is determined by the following formulas

\[ C_R = \frac{G_T}{R}, \]  \hspace{1cm} (4)

\[ C_R = \frac{G_{T,H}}{\overline{R}}, \]  \hspace{1cm} (5)

where \( G_T \) - fuel flow rate; \( G_{T,H} \) - fuel flow per hour.

There are no difficulties in calculation of specific fuel consumption in operating conditions, record the readings of fuel flow rate or fuel flow per hour is carried out on all modern aircrafts with authorized devices.

Specific fuel consumption is a diagnostic character. The value of the specific fuel consumption increases with increase of engine operating time. The average increment of the specific fuel consumption \( \overline{C}_R \) for processing in operation for gas turbine engines is determined with the regression equation \([6]\)

\[ \overline{C}_R = Be^{rac{b}{\tau}}, \]

where \( B, b \) - constants specifying certain series of engines.
Actual increment of the specific fuel consumption for a concrete engine operating time \( \tau \) is determined by the formula

\[
\Delta C_R = C_R - C_{R_0},
\]

where \( C_R \) – the value of specific fuel consumption, defined by the formula (5) subjected to the engine operating time; \( C_{R_0} \) – the value of specific fuel consumption at the beginning of operation according to official data.

If \( \Delta C_R > \Delta C_{R_0} \), it shows that it is necessary to carry out the adjustment of fuel equipment. If the adjustment does not give a positive result, it is necessary to diagnose the engine and to decide on its further operation.

Conclusions

The method of determination thrust and specific fuel consumption proposed in this paper is applicable for turbo jet engines and by-pass exhaust mixing engines of improved controllability. It allows determination parameters at aerodrome conditions. The engine thrust determination at take-off mode provides increase the level of flight safety, and the determination of specific fuel consumption enables to estimate the effectivity of the aircraft. Monitoring of these parameters in operation allows estimate changing of engine operational status.
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RADIAL CLEARANCES INFLUENCE ON GAS TURBINE ENGINES OF AIR AND GROUND APPLICATION MAIN PARAMETERS.

The paper deals with gas turbine engine flow channel geometrical parameters changes due to radial clearance in the compressor and turbine during the long operation. The proposed method of assessing the impact of these changes on engines transit modes and practical measures to eliminate adverse effects.

Entry

During extended service live of gas turbine engine the process of geometric parameters changing result a shift of workflow characteristics.

Diagnosing and troubleshooting that arise due to these processes is very difficult due to slow percolation, where gradational processes and the complexity of the altered characteristics. Despite the slow count and relative obscurity where degradation processes they take affect on almost all engine characteristics.

Problem

It is known that the most informative in terms of diagnosis, are transitional modes turbine engine.

To date, relatively little attention paid to modeling of transient gas-turbine engines. But we know that the signs of change in the workflow engine in the first place, there is in transition mode. This contradiction is explained by the fact that transiency transients prevented obtaining the necessary diagnostic information using on-board systems of accumulation and control.

The situation began to change after the emergence of digital control systems and storage media, which replaced the old on-board tools.

Get information in real time with high frequency and low poll period of processing options allows the use of dynamic models of aircraft gas turbine engines to meet the challenges of diagnosis. Improving the accuracy of the diagnosis requires consideration of factors such as changes in geometrical parameters of the flow during prolonged use.

Solution

Analysis of modified engines the same structural scheme, but with different absolute values of their parameters, shows that the relative deviation of key data on their values specifications are the same. The above enables use of statistics of different engines to establish general patterns of changes of parameters of...
operating time [2].

These geometric parameters, as nozzle area turbine units, are essential, those that directly affect the data base engine (thrust and specific fuel consumption). The value of radial clearance is not affected directly based data engine, and their impact is on defining parameters such as compressor efficiency and turbine stages.

Foreign companies and airlines, since GTE earlier generations, carefully study the impact of attrition on the performance and operational reliability of the engines. For example, the company “Pratt-Whitney” surveyed the effects of wear on the compressor motor JT3D characteristics and stability of supplies engine starting mode [3].

To determine the radial changes during operation we use exponential regression equation:

$$\Delta \delta(\tau) = Ae^{\alpha / \tau}$$

(1)

where A and $\alpha$ - constant coefficient.

To find the constant coefficients A and $\alpha$ least-squares method to minimize the expression:

$$Q = \sum_{i=1}^{n} \left( \lg \Delta \delta(\tau_i) - \lg A + \alpha \frac{1}{\tau_i} \right)^2$$

(2)

After differentiation cut Equations (2) and the corresponding transformations we obtain relations for the determination of $\lg A$ and $\alpha$.

$$\lg A = \sum_{i=1}^{n} \frac{1}{\tau_i} \sum_{j=1}^{n} \frac{1}{\gamma_j} \left[ \sum_{j=1}^{n} \frac{1}{\tau_i} \sum_{i=1}^{n} \lg \Delta \Pi(\gamma) \right] - \frac{n}{\sum_{i=1}^{n} \frac{1}{\tau_i}} \left[ \sum_{i=1}^{n} \frac{1}{\tau_i} \sum_{j=1}^{n} \frac{1}{\gamma_j} \right]$$

(3)

The calculation sums the values included in equations (3), carried out by the number of experimental points n.

It is necessary to establish a link between changes in the value of radial
clearance and defining parameters (efficiency compressor stages).

To solve this problem use the dependence given in [1]

\[ \delta\eta^*_K = -K_1Z_K \left( 2,8 \left( \bar{\delta} - 0,01 \right) \frac{\delta \varepsilon_{TP}}{\eta_{cr, o}} + \frac{\delta \varepsilon_{TP}}{K_2} \right), \]

(4)

where \( K_1 \) and \( K_2 \) - coefficients of influence [6]; \( Z_K \) - number of stages in cascade; \( \bar{\delta} \) - the relative value of radial clearance; \( \delta \varepsilon_{TP} \) - relative deviation ratio of losses by increasing the degree of surface roughness of blades. Value of \( \delta \varepsilon_{TP} \) associated with the relative roughness of blades the following relation:

\[ \delta \varepsilon_{TP} = \frac{(0,05 - 0,08)e^{0,25\left( \frac{b}{A} \right)}}{e_{TP, 0} - 1}, \]

(5)

Where \( b \) - blade chord; \( A \) - width between blade channel; \( \delta \varepsilon_{TP} \) - Initial value of the coefficient of losses.

Using formulas (4) and (5), you can continue to evaluate how changing the basic parameters of the engine and workflow options for stationary and transient conditions of GTE.

Due to the properties of materials radial gaps between the shoulder blades and stator compressor and turbine are changed as a result of heating units running of the engine.

It is important to remember that largest thermal load acting on the turbine blades and nozzle apparatus. It is very important is the development and application of methods of cooling blades and stator parts of the compressor and turbine.

In most cases, the cooling air in the turbine selected from low pressure compressor. The following relation is important: larger selection of air from the internal circuit, the lower the efficiency of the engine. It is therefore necessary to try to select cooling air from an external circuit. This pre-compression cooling air can be made in some pinpoint drive compressors. Design and development of such systems, the selection is not yet complete. But raising fuel efficiency by reducing engine bleed air for cooling can be achieved by improving cooling turbine blades. In patent No US 2004/0151587A1. authors suggest instead of the traditional method of cooling and design of turbine blades, use "micro-circulation" cooling system.

In the traditional method of cooling air carts ARE through the holes in blade shank, served in the internal longitudinal profile of the Annals of k, and then goes partly to the holes in the final section, later in the tract for gas (convective cooling method).
However, the convective efficiency of the method is not enough high, as 90 of the last century began to use film cooling. This method of cooling air time margin is derived through the holes in the front and creates a film to avoid direct contact of hot gases from the surface of the blade.

Despite the high efficiency cooling, this method has a significant drawback: the effective thickness of the profile increases the thickness of film cooling. Consequently, the degree of efficiency decreases, which affects the fuel efficiency of the engine.

Therefore, there appropriateness of use of convective cooling method in, but at a new level: instead of 3.4 radial canals, as was the traditional method, using highly developed system of "micro-circulation" channels below the surface of the blade.

This method of cooling avoids shortcomings of traditional methods (convection and film), to provide reliable cooling blades without increasing the effective thickness profile and the resulting gain increasing efficiency of the turbine. Analytical expressions to describe the impact the efficiency of stages based on GTE working process parameters may be obtained by solving systems of equations describing the motion of the rotors and the conditions of operation elements engine transient conditions.\[6\].

\[
\frac{dn}{dt} = \frac{N_T - N_{Kj} - \Delta N_j}{(\pi / 30)^2 J_{ij}}
\]

\[
G_{Kj} - G_K (j + 1) \Delta G_{Kj} = 0;
\]

\[
\sum_{i=j}^{N} \Delta G_{c.\_i} + \sum_{i=j+1}^{N} \Delta G_{pKi} - G_{\_j} (\pi_{ij}, \tau_{ij}) = 0;
\]

\[\Phi (F_C) = 0; \Phi_1 (g_{ij}) = 0; \] control laws in the transition process.

where \( n_j \) - rotational speed of the j-s rotor; \( N_T \) and \( N_{Kj} \) - power turbine and compressor rotor j-s rotor; \( \Delta N_j \) - Power of the shaft shown in the j-s rotor; \( J_{ij} \) - Moment of inertia of the j-s rotor; \( G_{Kj} \) and \( G_{K3} \) - air losses in compressor j-s stage and in combustion chamber; \( G_{\_j} (\pi_{ij}, \tau_{ij}) \) - gas losses determined by the characteristics of each turbine stage; \( \Delta G_{c.\_j} \) and \( \Delta G_{pKj} \) - amount of air flow for
cooling blades of the machine nozzle and impeller j-s stage turbine; \( g_H \) - relative fuel consumption; \( F_C \) - area of the nozzle.

Solutions of equations are carried out after setting the initial conditions, such as options on the idle power by using a standard program of integration of differential equations.

Changes in efficiency of stages directly affect the output value of these stages, which are a system of equations (6).

**Conclusions**

The suggested approach allows to take into account and numerically describe the effects of changes in radial clearance in the compressor and turbine GTE on flow where gradational processes. Integrated application of the proposed method and technical solutions allows you to create the conditions for significant improvement in engine parameters during continuous operation.
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INTEGRAL METHOD OF GAS EJECTORS CALCULATING IN MIXING
CHAMBER WITH UNEVEN FLOW BY SECTIONS

The possibility of using the integral method of calculating of the gas ejector considering
uneven flow along the mixing chamber.

Increase in requirements to efficiency of power plants, the desire to get the
most power and provide the least resistance to external integration of glider of aircraft
have led to the need for deep research of gas dynamics flow in the output devices,
which are the most important elements of power plants.

Use of ejector jet nozzle (output devices) of various applications creates
additional problems relating to issues of optimal aerodynamic design to improve the
efficiency of their use with minimal loss of energy and decreasing cost of the life
cycle.

A variety in gas-dynamic and geometric parameters of turbulent three-
dimensional flow that determine the type, scheme and the laws regulating jet ejector
nozzle (output devices) do not allow, nowadays, theoretically solve all problems that
arise in practice in development of array of nozzles for modern and future aircraft. [1]

In all sections of the mixing chamber of the finite ejector length there is
uneven distribution of gas flow parameters. Therefore, the calculations of the ejector
at input and output cross-sections, where flows are considered consisent are
insufficient.

Most unreasoned is an introduction of idealized model of the mixing chamber
and the assumption of complete mixing of flows. Mixing chamber has a length
comparable to its diameter.

Therefore, the velocity profile of the initial flow in output cross-section of
mixing chamber is inconsistent. Strict length of mixing chamber leads to flow
pressure rates decrease in ejector.

Moreover, the inconsistency of the flow due to incomplete mixing reduces
efficiency of the diffuser and increase the pressure therein. In general, change among
the parameters of the jet flow is faster than in the ideal case, and mixture of cold air
appears to be less intense.

Calculation of the flow mixing process in the mixing chamber of the ejector is
one of the applications to the theory of a free jet. Two streams of different initial
speed, temperature, molecular weight and chemical composure will mix in ejector
mixing chamber to gradually reduce all uneveness of parameters to form a consistant
flow.

Fig. 1 shows a diagram of the flow in the mixing chamber and the process of
formation of the velocity field in the cross section of mixing chamber [2-4].
Universality of fields in different cross-sections allows the calculation of flow
parameters in any cross-section point of mixing chamber via certain integral dependencies.

To calculate the pressure in the short ejector one needs to know the total momentum in section $3-3$, that depends on the velocity profile.

Let’s use the property of self-similarity profile in a turbulent mixing layer, as described in works of Abramovich [5] and Schlichting [6]:

$$
\frac{1}{2} \frac{1}{2} f(z) = \frac{1}{2} \frac{1}{2} f(z),
$$

where $z = r - r_1(x)$, $f(z)$ – universal function (at constant pressure of flow in cross-section).

To calculate the $f(z)$ formula $f(z) = (3z - z^2)/2$ can be used.

Other variables determined by the following algorithm:

- unperturbed velocity in the potential flow fields $c_1(x)$ and $c_2(x)$ defined by the values of static pressure from Bernoulli equation;
- half-width of the mixing layer $b(x)$ calculated with step-by-step integration of equation

$$
\frac{d}{dx} b(x) = C' \frac{c_1(x) - c_2(x)}{c_1(x) + c_2(x)},
$$

where – dimensionless constant [7];
- center of the mixing layer $r_1(x)$ calculated from the equation of
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conservation of mass in integral form;

\[ dp(x) = -\frac{dM}{A(x)}, \text{ where } M(x) = \int \rho C^2 dA. \]

Usually, integration of the equations to calculate \( b(x) \) and \( p(x) \) isn’t difficult. Function \( \rho_1(x) \) and \( \rho_2(x) \) are the function of pressure (Bernoulli’s law), and conversely, the pressure is a function of \( \rho_1(x) \) and \( \rho_2(x) \).

All variables in the right-hand side of equations must be defined from the previous step before iteration (Fig. 2). At the end of the jet potential Bernoulli equation is not applicable. Therefore, the value \( \rho_1(x) \) calculated from the equation of conservation of mass and value of \( \rho_1(x) \) considered equal to \( b(x) \).

![Fig. 2. Mixing chamber design model](image)

The region of outer potential ends where the pressure is increased to value corresponding

\[ p(x) > p(0) + \rho c^2(0)/2, \text{ in other words, at } c^2(x) < 0. \]

This section describes cross-section, in which the mixing layer boundaries \( r_1(x) + b \) does not reach the walls. If the mixing layer boundaries reaches the wall of the chamber, the Bernoulli equation must be replaced by another equation where \( c^2(x) = 0. \)

This based on an assumption of continuity \( c_2(x) \). Its admission should be confirmed by comparing the calculation results with experimental data. In contrast to the approximate model of ideal mixing, used integral method can only be applied to axially symmetric ejectors. As the leafed nozzle significantly improves short ejectors output it’s important to calculate the parameters for increasing ejection without using
cumbersome three-dimensional applications.

Nozzle of arbitrary cross-sectional shape has axisymmetric equivalent of the same area, they differ from each other only by perimeter value.

Perimeter of leafed nozzle is greater than the perimeter of equivalent nozzle in $K$ times \( K = \frac{P}{(2\sqrt{\pi A})} \).

It can be shown that axisymmetric approximation allows to simulate three-dimensional flow by changing dimensionless constant \( C' \) in the half-width mixing layer equation with \( C' = KC' \).

In the case non-axisymmetric nozzle $K > 1$, corresponding thickness of the mixing layer grows faster than round nozzle case, mixing will be more intense and pressure grows at a short distance. However, in this case there is a problem determining static pressure at the mixing chamber inlet.

Conclusions

In all sections of the finite length ejector mixing chamber there is uneven distribution of gas flow parameters.

Therefore, the calculations of the ejector at input and output cross-sections, where flows are considered inconsistent, and in many cases are insufficient.

Thus, the idea of using the integral method for calculating the gas ejector considering uneven flow along the mixing chamber is put forward.
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1.5.18
MODELING OF FLOW ON THE PLATE

Simulation results of flow on the plate in order to calculate the boundary layer thickness are presented in the work. Comparison results of numerical and physical experiments and analytical solution are given.

One way to explore the internal aerodynamics of aircraft engines is the use of numerical experiment.

Numerical experiment in the present time- it is one of the effective ways of theoretical research. It is based on the use of mathematical models of real processes. Numerical experiment is cheaper than the full-scale one, it can be easily and safely intervened, it can also be repeated and interrupted at any time. Numerical experiment is as a bridge between full-scale experiment and theoretical models.

Solving the problems of improving the internal aerodynamics in the air-gas channel of engine consists of several stages. One of them is the correct modeling of the boundary layer.

The purpose of this work is to make a computational analysis of the boundary layer on the plate by doing a numerical experiment, and then to compare the results of the computational analysis and the results of physical experiment.

We take a look the longitudinal flow along a flat surface boundless body by fluid flow. The temperature and speed of the incoming flow are constant. When the liquid particles in contact with the body surface, they "stick" into it. As a result, in the area near the plate due to the action of viscous forces, a thin layer of the inhibited liquid is formed, within which the speed changes from 0 at the surface of the body to the speed of the undisturbed flow away from the body. This inhibited layer is called hydrodynamic or simply dynamic boundary layer.

The greater the distance $x$ from the front edge of the plate, the thicker boundary layer, because the effect of viscosity of the liquid as it moves further along the body enters into the undisturbed flow.

For fluid flow inside the boundary layer have the condition $\partial u/\partial y \neq 0$, outside the boundary layer and on its outer edge $\partial u/\partial y = 0$.

The concept of "boundary layer thickness" and "outer border of the boundary layer" is quite arbitrary, because there is no sharp transition from the boundary layer to flow outside the layer. Speed in the boundary layer with increasing coordinates in asymptotically approaches to the speed in the flow core.

We estimate the thickness of the boundary layer $\delta$. The thickness of the boundary layer for a laminar flow is equal [1, 2]:
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\[ \delta = 5 \sqrt{\frac{l \cdot \nu}{U}}, \]  

(1)

\( \nu \) - Kinematic viscosity, \( l \) - Length of the plate, \( U \) - Speed in the flow core (outside the boundary layer).

If we divide the boundary layer thickness \( \delta \) to the length of the plate \( l \), we will obtain the dimensionless boundary layer thickness, which can be determined by the formula [1]:

\[ \frac{\delta}{l} = \frac{5}{\sqrt{Re_l}}, \]  

(2)

\( Re_l \) - The Reynolds number, composed for the length of the plate is equal

\[ Re_l = \frac{U \cdot l}{\nu}. \]  

(3)

Formula (1) shows that the thickness of the boundary layer \( \delta \) is proportional to \( \sqrt{\nu} \), and \( \sqrt{l} \). Replacing the length \( l \) by the variable distance \( x \) from the front edge of the plate, we can see that the boundary layer thickness \( \delta \) increases proportionally \( \sqrt{x} \).

On the other hand, the equation (2) illustrates that the relative thickness of the boundary layer \( \frac{\delta}{l} \) decreases with increasing Reynolds number \( Re_l \) proportionally \( 1/\sqrt{Re_l} \), therefore the boundary layer disappears with the transition to the liquid, it means to \( Re_l \to \infty \).

The flow along the plate remains laminar as long as the number \( Re_l \) does not exceed \( 5 \cdot 10^5 \) up to \( 10^6 \). When the Reynolds number \( Re_l \) is high, the boundary layer becomes turbulent.

Since the transfer speed of the boundary layer to the velocity of the outer flow occurs asymptotically, the determination of the thickness of the boundary layer to a certain extent arbitrary. However, for practical purposes, this arbitrariness is irrelevant, since the velocity in the boundary layer reaches the speed of the external flow is already at a very small distance from the wall. Under the boundary layer thickness is meant the distance from the wall at which the velocity in the boundary layer is characterized by a core flow rate by 1%.

Along with the boundary layer thickness is often used concept of displacement thickness \( \delta^* \).

This thickness is determined by the formula below:

\[ U \cdot \delta^* = \int_0^\delta (U - u) dy. \]  

(4)

Displacement thickness - is the distance that the move away from the body
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of the external flow streamlines due to the formation of the boundary layer (the displacement effect of the boundary layer).

In the turbulent boundary layer flow is generally due to higher energy loss to be thicker than in the laminar flow. When longitudinal flow smooth flat plate boundary layer thickness increases downstream proportionally $x^{0.8}$, where $x$ the distance from the front edge of the plate. For turbulent flow around a plate thickness of the boundary layer is determined by the formula (5):

$$\frac{\delta}{l} = 0.37 (Re_l)^{-1/5}.$$  (5)

In this work, as mentioned before, we have the task of comparing the results of numerical and physical experiments and analytical solutions. The object of study is the flow along the plate with length 50cm. Calculation of the gas flow is made by the numerical solution of the average Navier–Stokes equations (Reynolds equations). We used turbulent viscosity model SST Menter [3] to close the equations.

In the numerical experiment number $Re_l$ was changed within $Re_l = 1.08 \cdot 10^5 \leq 7.28 \cdot 10^5$. Results of the numerical experiment are shown in the graph below, where they are compared with theoretical solutions and with the experimental data [1].

![Graph showing the dependence of the thickness of the boundary layer on a flat plate streaming in a longitudinal direction from the Reynolds number](image)

Fig. 1. The dependence of the thickness of the boundary layer on a flat plate streaming in a longitudinal direction from the Reynolds number
When the flow is along the plate the boundary layer remains laminar near its front edge and only becomes turbulent at a certain distance $x_{cr}$ from the front edge. The distance $x_{cr}$ determined by the critical Reynolds number $Re_{cr} = \left( \frac{U \cdot x}{v} \right)_{cr} = 3.2 \cdot 10^5 - 3 \cdot 10^6$. Analysis graph (1) shows that the results of numerical and physical experiments have good convergence. When modeling the flow with a small error is obtained, the transition point of the laminar boundary layer in turbulent.

In the figure 2 for the example fragment pattern formation of the boundary layer on a plate $Re_f = 7.28 \cdot 10^5$ is given:

![Fig. 2. The fragment pattern of formation of the boundary layer on the plate](image)

Conclusions

The numerical results are compared with experimental data [1]. This fact demonstrates a good convergence, approving the possibility of using this method of calculation for further researches.
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This paper presents the question about choice of mesh at modeling viscous gas flow at compressor stage. The results of numerical simulation and physical experiments must be compared.

Computational fluid dynamics (CFD) is concerned with numerical solution of differential equations governing transport of mass, momentum, and energy in moving fluids. Today, CFD finds extensive usage in basic and applied research, in design of gas turbine engine, airplanes etc.

For a long time, design of gas turbine engines depended on painstakingly generated empirical information. The empirical information is typically displayed in the form of correlations or tables and nomograms among the main influencing variables.

Today, numerical simulation has widespread using in turbomachinery. Aerodynamic improvement of compressors is one of the leading research areas of gas turbine engines [1]. Numerical experiment allows at the design stage to improve the performance of engine components. However, one important question remains the validity of the numerical experiment. At decision this issue significant role played by the choice of computational mesh, model Turbulence viscosity, selection the method of calculation, etc [2-3].

The aim of this paper is to estimate the influence of the quality of the mesh for the simulation of axial-flow compressor cascade on validity the results. The results of numerical simulation and physical experiments must be compared.

CFD uses a series of cells (referred to as control volumes), elements and nodes that combined form the so called mesh. It is at each of these node locations, that CFD calculates the fundamental equations of fluid dynamics. The shape of the cells greatly impacts the accuracy of the solution due to discretisation errors, therefore the meshing stage is one of the most crucial stages in the problem simulation.

There are 2 types of meshing predominately used in CFD today, namely: 1. structured meshing; 2. unstructured meshing. Structured meshing uses hexagonal shaped elements (12 edges and 8 nodes) while unstructured meshing uses tetrahedron shaped elements (6 edges and 4 nodes). Both mesh types have their strengths and weakness and are listed in Table 1.

In the numerical solution of partial differential equations (PDE) a discrete domain is chosen where algebraic analogues of the PDEs are solved. One standard method is to introduce a grid and estimate the values of the unknowns at the grid points through the solutions of these algebraic equations. The spacing of the grid points determines the local error and hence the accuracy of the solution. The spacing also determines the number of calculations to be made to cover the domain of the problem and thus the cost of the computation.
<table>
<thead>
<tr>
<th>Name</th>
<th>Structured Mesh</th>
<th>Unstructured Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strengths</td>
<td>• Allows user high degree of control. Mesh can be accurately designed to user’s requirements;</td>
<td>• Automated grid generation allows much less effort by user to define mesh;</td>
</tr>
<tr>
<td></td>
<td>• Hexahedral cells are very efficient at filling space, support a high amount of skewness and stretching before affecting solution;</td>
<td>• Well suited to inexperienced users;</td>
</tr>
<tr>
<td></td>
<td>• Grid is flow aligned which helps the solver converge;</td>
<td>• Will generate a valid mesh for most geometries;</td>
</tr>
<tr>
<td></td>
<td>• Post-processing is easier due to the logical grid spacing act as excellent reference points for examining the flow field.</td>
<td>• Users are able to get results for relatively large mesh size quickly.</td>
</tr>
<tr>
<td>Weakness</td>
<td>• Excessive time spent producing the mesh compared to unstructured mesh;</td>
<td>• Lack of user control - mesh may not be defined as well as the user may like in certain areas;</td>
</tr>
<tr>
<td></td>
<td>• Some geometries don’t allow structured topology due to the high skewness angles and stretch of cells that are required.</td>
<td>• Tetrahedral elements do not twist or stretch well, which will severely impact accuracy of results;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Require excellent CAD surfaces. Small mistakes in the geometry can lead to large meshing problems;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Post processing software requires larger computer power to generate.</td>
</tr>
</tbody>
</table>

For well behaved problems a grid of uniform mesh spacing (in each of the coordinate directions) gives satisfactory results. However, there are classes of problems where the solution is more difficult to estimate in some regions (perhaps due to discontinuities, steep gradients, shocks, etc.) than in others. One could use a uniform grid having a spacing fine enough so that the local errors estimated in these difficult regions are acceptable. But this approach is computationally extremely costly. Besides for time dependent problems it is difficult to predict in advance a mesh spacing that will give acceptable results.

The aim of this study is to find the most optimum unstructured mesh. Was performed a series of gas dynamic calculations in CFX for the axial-flow compressor cascade. Compressor cascade has the following characteristics: blade spacing $t = 32\text{mm}$, blade chord $b = 52\text{mm}$, angle of attack $i = 2^{\circ}$ (Fig. 1). The calculation was performed for three variants of unstructured mesh, variants № 2-3 are adaptive unstructured mesh. Mesh №1 has $\approx 200000$ cells, mesh №2 has $\approx 500000$ cells, mesh №3 has $\approx 1200000$ cells.
The numerical solution of the Navier–Stokes equations for turbulent flow is extremely difficult, and due to the significantly different mixing-length scales that are involved in turbulent flow, the stable solution of this requires such a fine mesh resolution that the computational time becomes significantly infeasible for calculation or direct numerical simulation. Attempts to solve turbulent flow using a laminar solver typically result in a time-unsteady solution, which fails to converge appropriately. To counter this, time-averaged equations such as the Reynolds-averaged Navier–Stokes equations (RANS), supplemented with turbulence models, are used in practical computational fluid dynamics (CFD) applications when modeling turbulent flows. Some models include the Spalart-Allmaras, $k-\omega$ ($k$-omega), $k-\varepsilon$ ($k$-epsilon), and SST models, which add a variety of additional equations to bring closure to the RANS equations. Large eddy simulation (LES) can also be used to solve these equations numerically. This approach is computationally more expensive-in time and in computer memory-than RANS, but produces better results because it explicitly resolves the larger turbulent scales. In this work, we used turbulence model SST. This model provides adequately calculation of the flow in the core of the flow and the boundary layer [4].

Figure 2 shows the instantaneous total pressure distribution for the mesh №3 at $\lambda = 0.4$. 

![Figure 1 Scheme of axial-flow compressor cascade](image1)

![Figure 2 Instantaneous total pressure distribution for the mesh №3 at $\lambda = 0.4$](image2)
Research on the influence of the mesh was made by comparing the three calculations described above compressor cascade. As a quality criterion used mesh distribution of total pressure losses, which is obtained by the calculation shown in Fig. 3. According given distributions shows that almost coincides with the experimental distribution of losses obtained on the mesh number 3. Variant number 2 shows almost similar results to the experiment, and the coarsest mesh gives too blurry wake. In general, increasing the dimension of the mesh, the wakes are stretched.

![Fig.3 Distribution of total pressure losses](image)

Thus, the mesh number 3 gives the most reliable results.

Conclusions

In this paper we estimated the influence of the quality of the mesh for the simulation of axial-flow compressor cascade on validity the results. The results of numerical simulation and physical experiments are compared. The study showed that a preference for the calculation of the flow in the compressor cascade should be given to adaptive meshes and cell size in mesh should be small enough.
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The problem of preparation of data for neural networks training to recognition of a technical state of gas turbine engines is considered. These data consist of train and test sets. These data are received as result of mathematical simulation of engine operation process. They should include registered parameters of engine operation process, represent wide range of modes and exploitation conditions, enclose measurement errors of these parameters.

Problem statement

Utilization of neural network is the mainstream of development of the automated engine diagnosing systems. Flexibility and polymorphism of its structure are distinctive features of such diagnostics systems. This work is continuation of the works described in articles [1÷5]. In these works approaches to the problem of neural network primary optimization are considered. These approaches include:
– date generation for networks train;
– the choice of training method;
– the choice of network structure and its neurons types;
– final optimization method.
All these works were fulfilled for train and test data sets composed with diagnostic deviations [1,4]. Some assumptions and simplifications have been made. The result of it is necessity of elaboration of train and test sets obtain methods.

The analysis of researches and publications

In articles [1÷5] questions of a choice of a neural network train method and definition of its structure are already considered. These researches were fulfilled for engine IEC-90A [6,7]. In research [1÷5] diagnostic deviations of thermodynamic parameters from etalon values have been used to train and optimize diagnosing network. For calculations of these diagnostic deviations the mathematical model of an etalon engine has been used. Besides it these deviations have been gotten for engine in standard atmospheric conditions. It has led to necessity of inclusion in final algorithm of methods of operation process parameters reduction to standard atmospheric conditions which creates additional diagnosing errors. Train and test sets have been generated to describe only one operation mode. Additional analysis of relation between diagnostic deviations and operation mode has shown significant dependence between them. And, at last, the sets don't include registered parameters measurement errors.

Considering it the purpose of this work is elaboration of method of train and test set creation. These sets have to ensure creation and optimization of a static neural network intended for gas turbine engine diagnosing by thermodynamic parameters.
in wide range of modes and environment conditions by registered parameters measured with errors.

Data set for train of a neural network to recognition of engine flow part defects. As a base algorithm for calculation of train and test data sets the algorithms shown in [1,4] is used. Case of gradual degradation of a flow part is considered. Sets will include parameters of serviceable and defect engines. Single and double defects will be taken into account.

**Main changes in the algorithms [1,4]**

Firstly, in numerical experiment train and test sets will be calculated for some range of engine modes. As diagnosing modes high modes will be used. It permits to decrease influence of parameters measurement errors on results of engine diagnosing.

As mode parameter in numerical experiment frequency of a low pressure rotor is used. The range of this parameter has to include all take-off modes: nominal and maximal modes. Taking into account information in [6,7] as range for mode parameter it is necessary to choice the range 85,3–93,5 \%.

Secondly, in numerical experiment train and test sets will be calculated not only for standard atmospheric conditions but also for all possible conditions of aircraft take-off. Taking into account information in [6÷8] as such it is necessary to accept next ranges:

– barometric height of an airdrome from: minus 200 m to 2000 m;
– stagnant temperature in inlet duct of engine: from minus 40 °C to plus 40 °C;
– humidity: from 20 to 100 \%.

Unlike algorithms [1,4] train and test set will include not diagnostic deviations of registered parameters from etalon values but values of these parameters. Besides seven registered diagnosing parameters (frequency of a high pressure rotor; fan exit stagnation pressure; compressor exit stagnation pressure; compressor exit stagnation temperature; turbine exit stagnation temperature; fuel consumption; ratio of turbine exit stagnation pressure and atmospheric pressures) to data sets mode parameters have to be included (stagnation temperature in inlet duct; stagnation pressure in inlet duct; frequency of a low pressure rotor).

Measurement errors are the last factor that should be taken into account in algorithm of sets generation. To do it to values of all these ten parameters random variables which simulate random components of these parameter's measurement errors will be added. Errors for all parameters have normal distribution with zero average and standard deviations which are defined by registration system characteristics for corresponding parameters (tab.1).

**Conclusions**

The work describes approach to preparation of data for neural networks training for gas turbine engine technical state recognition. This approach ensures accuracy of diagnosing by means of exception from diagnosing process of additional algorithms and models and by account of parameters registration errors.
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Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Registration range</th>
<th>Registration error</th>
<th>Standard deviation of registration errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barometric height, $H_b$</td>
<td>km</td>
<td>-0.3..13</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>Mach number, $M$</td>
<td></td>
<td>0...0.9</td>
<td>0.02</td>
<td>0.0066</td>
</tr>
<tr>
<td>Inlet duct stagnation temperature, $T_{in}$</td>
<td>$K$</td>
<td>210..320</td>
<td>0.11</td>
<td>0.0367</td>
</tr>
<tr>
<td>Frequency of a low pressure rotor, $n_{lp}$</td>
<td>%</td>
<td>1.7...108</td>
<td>0.16</td>
<td>0.053</td>
</tr>
<tr>
<td>Frequency of a high pressure rotor, $n_{hp}$</td>
<td>%</td>
<td>0.6...106</td>
<td>0.16</td>
<td>0.053</td>
</tr>
<tr>
<td>Fan exit stagnation pressure, $P_f$</td>
<td>kPa</td>
<td>25...200</td>
<td>5</td>
<td>1.67</td>
</tr>
<tr>
<td>Compressor exit stagnation pressure, $P_c$</td>
<td>kPa</td>
<td>300...3600</td>
<td>81</td>
<td>27</td>
</tr>
<tr>
<td>Compressor exit stagnation temperature, $T_c$</td>
<td>$K$</td>
<td>300...920</td>
<td>5.5</td>
<td>1.8</td>
</tr>
<tr>
<td>Turbine exit stagnation temperature, $T_t$</td>
<td>$K$</td>
<td>300...1230</td>
<td>4.6</td>
<td>1.53</td>
</tr>
<tr>
<td>Fuel consumption, $G_f$</td>
<td>kg/h</td>
<td>350...7200</td>
<td>200</td>
<td>68</td>
</tr>
<tr>
<td>Ratio of turbine exit stagnation pressure and atmospheric pressures, $P_t$</td>
<td>-</td>
<td>1..1.9</td>
<td>0.035</td>
<td>0.0117</td>
</tr>
</tbody>
</table>

Such approach includes next main points:
- train and test data sets will be calculated not only for a certain mode but for some range of engine modes;
- train and test sets will be calculated not only for standard atmospheric conditions but also for all conditions of aircraft take-off;
- the sets will consist of not diagnostic deviations of registered parameters from etalon values but of values of these parameters including mode and environment parameters;
- parameters in data sets will be also generated with a glance to random component of measurement error.
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SOLUTION OF INVERSE PROBLEMS OF DYNAMICS OF AN AIRCRAFT ENGINE TURBOPUMP TO REDUCE ITS VIBRATION

Solved the inverse problem of searching for valid values for eccentricities specified in specifications values support reactions for balancing on low speed balancing machines. Performed parametric identification eccentricities stiffness, mass, reduced to a mathematical model describing the rotor. Balancing was made at the operating frequencies.

Introduction.

Turbopump containing high-speed rotors are widespread in the missile, aircraft, chemical and other industries. When operating turbopump often have higher vibrations. Since the analyzed type of TNA -150, had increased vibration caused by an imbalance of the rotor, it was necessary to understand the reasons for this, reduce vibration, rotor deformation, stress and strain on its bearings. Attempts to reduce the vibration of the rotor by reducing allowable values of the residual imbalances when the low-frequency balancing in two planes of correction is given positive results, increasing the complexity and cost of the process.

Formulation and solution of the inverse optimization allowable eccentricity

Initially, it was decided to formulate and solve the inverse problem with multiple wording: is it possible to do by balancing the low-frequency vibration and reduce support reactions to the desired level, and, if so, what should be the value of the residual imbalances on disks (or eccentricities).

Was chosen for this mathematical model of three-mass turbopump, written equations relating eccentricities with support reaction.

Due to the fact that precise values of the stiffness and the critical speed of the rotor have been known, but their calculation by the drawing data would be very problematic and questionable results, it was decided to test the static rotor and a static experimental influence coefficients.

Static tests rotor TNA-150 to determine the influence coefficients were carried out on the machine DM -30M . As a result of experiments matrix was prepared compliances $A'$, whose elements $d_{ij}$ are the coefficients of static effect, equal to the magnitude of deflection in $i$-th section from the action of a unit force in $j$-th section, $i, j = 1, 2, 3$. Based on the static influence coefficients by solving the determinant of the secular equation $D$

$$D = \begin{vmatrix} m_i \alpha_i \omega_i^2 - 1 & m_i \alpha_i \omega_i^2 & m_i \alpha_i \omega_i^2 \\ m_j \alpha_j \omega_j^2 & m_j \alpha_j \omega_j^2 - 1 & m_j \alpha_j \omega_j^2 \\ m_k \alpha_k \omega_k^2 & m_k \alpha_k \omega_k^2 & m_k \alpha_k \omega_k^2 - 1 \end{vmatrix} = 0,$$

(1)
where $m_1 = 4.05$ kg, $m_2 = 2.74$ kg, $m_3 = 11$ kg, refined the critical frequency of the rotor on rigid supports: $\omega_1 = 20.5 \times 10^2$ 1/s, $\omega_2 = 32.5 \times 10^2$ 1/s, corresponding $n_1 = 19500$ rpm, $n_2 = 31100$ rpm.

The difference between the critical speed of the rotor, the resulting solutions of the determinant of the secular equation (1), drawn up on the basis of the static influence coefficients, and indeed, was 3400 rpm, i.e. 21% 16100 rpm.

Determination of permissible values of eccentricities and disk impellers made in accordance with the multiple approaches to solving inverse problems, described in [1], which are as follows.

Denote $\Delta = \{\Delta_1, \Delta_2, \ldots, \Delta_n\}$ - vector whose components are the product of the masses of disks and their residual eccentricities, ie imbalances, where $n$ - number of disks. Vector $\mathbf{Y} = \{y_1, y_2, \ldots, y_n\}$ deflection values satisfy

$$
\mathbf{Y} = \omega^2 \mathbf{A} \mathbf{Y} + \omega^2 \mathbf{A}' \mathbf{D},
$$

where $\mathbf{A}'$ - compliance matrix $\alpha_{ij}$, experimentally determined and $\mathbf{A} -$ matrix composed of works $\alpha_{ij} M_j$, where $M_j$ - mass disks. Hence

$$
\mathbf{Y} = \omega^2 \left( \mathbf{E} - \omega^2 \mathbf{A} \right)^{-1} \cdot \mathbf{A}' \mathbf{D},
$$

where $\mathbf{E}$ - identity matrix.

Expressions for the reactions of the rotor poles are of the form:

$$
R_i = \sum_{j=1}^{n} b_j \left( M_j y_j + \Delta_j \right) \omega_i^2, \quad i = 1, 2
$$

where $b_j$ - known quantities, expressed in terms of distance from the plane to the planes landing disks respective supports. Valid values eccentricities impellers and drives can be found by solving the problem of vector optimization, where optimality criteria have $\Delta_i \to \max, \quad i = 1, 2, 3$, and restrictions for the support reactions are inequalities $|R_i| < 300 \text{ N}$, $i = 1, 2$, and bounded by the values of deflections 0.1 mm.

Inverse problem showed that exceedance values for support reactions in 300 N, it is necessary that the values of admissible residual eccentricities in each section did not exceed 0.0008 mm, i.e. permissible unbalance should not exceed 0.04 g·cm, single-precision balancing machines 5 g·cm.

Making technologists withstand such eccentricities values at the current balancing equipment and balancing technology is unrealistic, and possible imbalance in the operation, so it was concluded that, in this structure, the unit assigned task of balancing the low-frequency correction in two planes has no solutions in practice and should be search for a fundamentally different way of reducing decreasing of products. It has been suggested that the rotor can not be regarded as rigid, and hence it is impossible
Dynamic tests rotor broke up to 18000 rpm. Then cut off the power to the motor and the rotor rotates freely to a stop. Record strain gauges and vibration sensors was conducted throughout the speed range, from 2000 rpm during acceleration and in some modes - at a constant frequency and shutter speed freewheel.

Point values of deflections allowed to formulate and solve the inverse second task - parametric identification eccentricities and elastic-inertial characteristics of the rotor.

Formulation and solution of the problem of identification of eccentricities

The purpose of the inverse problem was posed to the measured deflections in three sections of the rotor to identify the size and location of the eccentricities (imbalance) of each of the masses for subsequent installation of compensating balances their loads. But compiled equations to solve this problem will find not only the values of eccentricities, but also more accurately than in static tests - stiffness values and calculate the critical frequency of the rotor.

To write the equations of motion of the rotor were used integrodifferential depending bending theory, whereby each of the three sections of the rotor in projections on two mutually perpendicular planes were recorded equations relating unknown stiffness distribution $EJ$, masses $m$ and eccentricities $e$ with deflections $y$ rotor shaft.

$$\beta_i K''_{ij}(Z, \omega_j) + 2\beta_i K'(Z, \omega_j) + \beta_2 K(Z, \omega_j) - e_j = \omega_j y_j,$$  \hspace{1cm} (2)

where

$$\beta_i = \beta_i(Z) = \frac{1}{m} \cdot \frac{d^2(EJ)}{dZ^2}, \quad i = 0, 1, 2, \quad K(Z, \omega_j) = y_j / [1 + (y_j')^2]^{3/2}.$$  

curvature of the elastic line of the rotor, $Z$ – coordinate rotor section, measured along the axis of rotation.

Using the obtained values of the projections of the rotor shaft deflections measured at speeds 14100, 15000, 15600, 16000 rpm and four first derivatives, constituted by two systems of linear algebraic equations of type (2) for each of the calculated cross sections 1, 2, 3, which identified eccentricities, stiffness and weight.

Prior to solving systems of equations (2) were calculated condition number of their matrices, whose values were within 3.2-6.7. From this it follows that the possible error in determining the unknown could be up to 134% with precision instrumentation for measuring the deflection of 15%. To improve the accuracy of the calculations was applied a statistical method to ensure the stability of mathematical models [2]. In this case, the measurement of deflections were repeated at least 50 times and found the expectations and values of the phases of these deflections. These average values and were substituted into equation (2), thus reducing the possible error in the solution to more than 7 times.
Using the identified values of $\beta_0$ and $\beta_1$, for each of the 3 sections found values of the reduced mass $m_i$ and rigidities $EJ_i$, $i = 1,2,3$ rotor shaft according to the formulas:

$$m(Z) = M \cdot \exp \left( \int_0^Z \frac{\beta_1}{\beta_0} dZ \right), \quad EJ(Z) = m(Z) \cdot \beta_0(Z),$$

where $M$ - rotor mass.

Further, according to the formulas $D_i = M_i \sqrt{e_{xi}^2 + e_{yi}^2}$,

$$\varphi_i = \arctg \left( \frac{e_{yi}}{e_{xi}} \right), \quad i = 1,2,3$$

determined the magnitude of the imbalance of the rotor angle and compiled them with the axis $OX$ chosen coordinate system: $D_1 = 23.7 \text{ г·см}$, $D_2 = 2.48 \text{ г·см}$, $D_3 = 30.6 \text{ г·см}$, $\varphi_1 = 95^\circ$, $\varphi_2 = 170^\circ$, $\varphi_3 = 102^\circ 3'$ and compensated for their.

As a result of balancing correction weights maximum deflection of the rotor shaft in the range 2000-18000 rpm reduced by approximately 6 times, the vibration amplitude poles - 4 times, the static stresses in the material of the shaft – 3.5 times, and dynamic - 3 times.

Next, we calculated the critical frequencies of the rotor for the identified stiffness and mass, reduced to the highest dynamic model. To do this, from the known values $EJ$ for portions of the rotor using integral Moro calculated values of the coefficients of influence, and then from the expression (1) found $\omega_1 = 1732 \text{ 1/s}$ и $\omega_2 = 2625 \text{ 1/s}$, corresponding $n_1 = 16500 \text{ rpm}$, $n_2 = 25080 \text{ rpm}$.

The difference between the first critical speed, identified by the calculated mass and stiffness, and a critical frequency of the rotor during operation the TNA measured is 400 rpm i.e. 2,49% of 16100 rpm.

**Conclusions**

In this paper we have solved the inverse dynamics problem. Calculated values and phase angles of the eccentricities allowed to make balancing on the operating speed in three planes of correction, which resulted in vibration down about 6 times, the amplitude of vibration supports - 4 times, the static stresses in the material of the shaft - 3.5 times, and dynamic - 3 times.
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1.5.34
OPERATIVE CONTROL OF TECHNICAL STATE OF GAS TURBINE UNITS

Introduction

At the present days more often in aviation, energetic and gas transportation, different methods of technical condition estimation are used, and also systems and means of diagnostics of objects of this direction. One of such ways is the well-known way of technical state diagnostic of axial compressor [1] of gas turbine engine (GTE) by such criteria as deviation of efficiency coefficient from its initial value \( \Delta \eta_k \). For determination of this criteria, rotational speed of compressor at one of its operational modes \( n_r \) is measured, and according to the basic characteristic of the compressor correspondent basic pressure ratio is determined. After this by changing of rotational speed of compressor the pressure ratio of compressor is regulated with correspondence to its basic value \( \pi_k \) and measure correspondent rotational speed \( n_b \), and the deviation of efficiency coefficient of compressor is found by the dependence:

\[
\Delta \eta_k = k(\Delta n / n_r),
\]

where \( \Delta n = n_b - n_r \) - difference between rotational speeds, which corresponds to basic value \( \pi_k \) and initial rotational speed at operating mode, \( k = 1,0...2,5 \) – constant coefficient, which depends on the type of compressor.

Assume that this is not enough for estimation of compressor state. It is known that, operating mode of compressor determined by the values reduced to ACS rotational speeds \( n_{pr} \) and air consumption \( G_{pr} \) through compressor, determined by the parameters of working body at the input to the compressor [2]. That’s why it is impossible to determine technical state of flow part of compressor only with measurement of \( n_{pr} \). Even if during this process values of gas pressure ratio \( \pi_k \) at this value of \( n_{pr} \), at the initial and current state of compressor, coefficient of efficiency determined during this process. It is known that coefficient of efficiency depends not only from the compressor state but also from the value of \( G_{pr} \), which is not taken into account in the methodic [1].

So, the existing diagnostic methods, also those which have authorization documents are not totally objective. Even the determination of efficiency coefficient is not the solution of this problem. That’s why development of new (objective) diagnostic method of compressor unit GTP state is necessary.
Ways of increasing of effectiveness of estimation of technical condition of compressor unit.

After analysis of considered methods, it is possible to say that when using some dependences for estimation of compressor technical state it is necessary first- to provide measurements of their parameters only on the same modes, second- the amount of this parameters must be enough, third- process of measurement of determined parameters must have not significant influence on the margin of gas dynamic stability of compressor and its other characteristics. If the dependence by which the technical state is estimated contains values of total temperature and pressure, the measuring devices of this total pressure and temperature must be installed in the elements of the flow part, for example in the inlet guide vanes and outlet directing vanes.

**Improved system of control of technical state of axial compressor GTP**

In the base of improvement of control system an invention [25], in which air consumption and its temperature, pressure ratio in the compressor, and rotational speed is measured according to the basic characteristics and correspondent mathematical dependences on the base of measured and reduced to the standard atmospheric conditions parameters, determine relative change of coefficient of efficiency of compressor, with the application of similarity of modes, which provides increasing of accuracy of determination of relative change of coefficient of efficiency of the compressor, and by this the increasing of objectiveness of its technical state control.

The task is regulated by the fact that in the method of control of technical state of axial compressor, by the way of determination of its coefficient of efficiency change at the exploitation mode, measure compressor rotor rotational speed, degree of compressor pressure ratio, coefficient of proportionality is determined, which links change of coefficient of efficiency with the measured parameters, in accordance with the invention air consumption through compressor is measured, firstly cross-sectional areas of the flow part at the input and output of the compressor and values of their average diameters from basic characteristics of the compressor at the constant reduced values of rotational speed and air consumption found correspondent to them output values of degree of pressure ratio ($\pi_{kr}$) and coefficient of efficiency ($\eta_{kr}$), and the change of coefficient of efficiency calculated by the dependence:

$$\delta \eta_{kr} = a \delta \pi_{kr},$$

where $\delta \eta_{kr}$ – relative change of the compressor coefficient of efficiency,

$$\delta \pi_{kr} = (\pi_{kr} - \pi_{kr}) / \pi_{kr},$$

where $\delta \pi_{kr}$ – relative change of degree of pressure ratio,

$\pi_{kr}$ – measured degree of pressure ratio,

Ad the changed value of coefficient of efficiency ($\eta'_{kr}$) is determined by the formula:

$$\eta'_{kr} = \frac{1}{Z \pi D^2 D' \eta_{kr}} \left[ \frac{1 + \frac{F_2}{F_1} (\pi_{kr})^2}{3600 C_{288}} \right]$$

where $\eta_{kr}$ – measured coefficient of efficiency,

$\pi_{kr}$ – measured degree of pressure ratio,

$D$, $D'$ – cross-sectional areas of the flow part at the input and output of the compressor,

$C_{288}$ – constant.

1.5.36
Example of numerical calculation of coefficient "a" and δη."n".

Initial data for the numerical calculation of axial compressor are the following: \( Z = 13; \ D_p = 0.52 \text{m}; \ \frac{F}{F_s} = 3.86; \ C_p = 1005/\text{Дж/кг}; \ k = 1.4; \)
\( n_{np} = 10700 \text{ об/мин}; \ \pi_{\text{a}} = 15.7. \)

On the base of values and measured parameters (\( n, G, \pi_{\text{a}}, T_{\text{a}} \)) the dependence on the fig. 1 was constructed. It follows from the obtained dependence that at the real change of coefficient of efficiency on 1…2% value "a" for the given compressor type can be accepted as constant and equal to 0.17.

Fig. 3. Output characteristic of axial compressor

**Conclusion**

Positive effect from the improved control system consist in the increasing of accuracy of determination of relative change of compressor coefficient of efficiency and correspondingly the objectiveness of control of technical state of axial compressor and possibility of its application for operative control of technical state of gas turbine units.
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1.5.37
METHOD OF CONSUMPTION DETERMINATION THROUGH SECONDARY FLOW OF TFE.

Method of consumption determination through secondary flow of TFE by measurement of total pressures and temperatures and way of determination of coefficient of flow coined were considered.

Introduction

Total air consumption through the engine \( G_{\text{air}} = G_{\text{air1}} + G_{\text{air2}} \) is measured with the help of measuring device which is installed before the inlet of TFE. For determination of air consumption through core counter \( G_{\text{air1}} \) difficult indirect method is used, based on united solution of heat balance equations and gas consumption through first nozzle diaphragm of high pressure turbine [1]

\[
G_{\text{air1}} \Delta T = G_{\text{air1}} \Delta T^{*} + G_{\text{air2}} \Delta T^{*} + \eta \sigma_{\text{CC}} P_{\text{HPC}}^{*} \frac{\rho_{\text{air}}}{\rho_{\text{air1}}}. (1)
\]

This method differs by big amount of measured parameters \( T^{*}, P_{\text{HPC}}^{*}, G_{\text{air1}} \), some inaccuracy during estimation of coefficients of combustion chamber \( \eta, \sigma_{\text{CC}} \), and necessity of precise determination of coefficient of gas consumption through high pressure turbine \( A_{H} \).

Method of air consumption determination through secondary flow of tfe.

Determination of consumption through primary flow \( G_{\text{air1}} \), by means of determination of pressures and temperatures of gas flow in core contour nozzle, as in the case of THE, differs by not high accuracy because of high unevenness of gas flow parameters, gas temperature is main there. Absence of combustion chamber as the main source of temperature unevenness in secondary flow of TFE, allows assuming that air consumption \( G_{\text{air2}} \) can be determined with the help of measurements of gas flow with higher accuracy in secondary flow.

For checking of this assumption division of parameters of gas flow in secondary flow (at the nozzle cross-section and in transfer channel after low pressure compressor) were measured on specially equipped TFE АI-25, and also division of total pressure at the cross-section of primary flow nozzle \( p_{1} \). After averaging of results of measurements of some devices on the same measurements zones, radial fields of measured parameters were found. Estimation of uneveness degree of fields was made in the range of reduced number of rotation of high pressure rotor \( n_{\text{red.HPC}} \) from 80 to 100%.
Degree of unevenness of total temperature at the cross-section of secondary flow nozzle was near constant at the whole range of change $n_{np, kar}$ and was only 0.3. With the increasing of rotational speed the unevenness degree of high pressure fields increase. At the maximal $n_{np, kar} = 100\%$ especially noticeable increasing of unevenness degree of primary flow nozzle $\hat{\varphi}_{1q1}^* = 18\%$; unevenness degree in secondary flow in this case after compressor exceeds $\hat{\varphi}_{251}^* = 8\%$, and on the nozzle cross-section $\hat{\varphi}_{212}^* = 6\%$, or on 3 times less than on the cross-section of primary flow.

At all modes value $\sum_1^{5} \left( \frac{P_{c1}^\prime q(\lambda_{c1})}{\sqrt{T_{c1}^\prime}} \right)$ was the same as $\frac{P_{25cp}^\prime q(\lambda_{25})_c}{\sqrt{T_{25cp}^\prime}}$, value which was calculated by mean values of total pressure $P_{25cp}^\prime$ and temperature $T_{25cp}^\prime$ in assumption that $P_c = P_u$ so, air consumption $G_{air}^{*2}$, can be calculated with the help of averaged parameters using the formula of one dimension flow.

$$G_{air}^{*2} = \frac{m_p P_{25cp}^\prime q(\lambda_{25})_c P_{c2}}{\sqrt{T_{25cp}^\prime}}$$

Measurement of static pressure at the middle radius in the secondary flow nozzle showed that $P_{c2}$, in the whole range of pre-critical modes of flow out from nozzle is greater than $P_u$.

For determination of air flow rate $G_{air}^{*1}$, with the help of indirect method $A_I$ parameter was found by the way of special testing of high pressure compressor of AH-25. Numerical values of $\alpha_{25}$ were determined by the experimental coefficients of $\mu_{25}$, obtained during testing of model of double contour nozzle. Consumption coefficient during pre-critical flow out of nozzle, which is conning $\mu = \frac{G_{air}}{G_{air}^{*}}$ takes into account difference of real process of flow with losses ($\sigma_c, \varphi_c$) and unevenness fields $P_c^*$ and $P_{c2}$ at the output of nozzle from ideal flow process, without losses at full expansion ($P_c = P_u$)[2].

In the range of modes with degree of expansion $\pi_{c}^* = 1.3 \div 2.0$ for the nozzles ВРД, which has $\varphi_c = 0.97 \div 0.985$, value $\frac{k-1}{\sigma_{c}^T \varphi_c}$ is constant and for correspondent $\varphi_c$ equals to 0.95—0.96.
Results of determination of air consumption $G_{air}$ by parameters which were determined in the secondary flow nozzle, were compared (fig. 1, curve 1) with the results of calculations of air consumption by the formula

$$G_{air2} = G_{air1} - G_{air1}$$  \hspace{1cm} (3)

This comparison shows that method of determination of air consumption through secondary flow of TFE, provides the same accuracy as the method, based on the determination of $A_t$, differs in the less amount of measured parameters and necessary calculations. Calculation $G_{air2}$ in the condition $\bar{P}_c - \bar{P}_a$ (curve 3) gives increased values. When we use measured statistical pressure at the middle radius (curve 2) difference from the results obtained by the method with usage $A_t$ decreases.

![Graph](image)

**Fig.1.** Comparison of different methods of determination of air consumption through secondary flow:

- curve 1- △ - calculation by formula (3);
- calculation with the usage of $A_t$; curve 2-calculator by the formula (2) at $P_c = P_{12}, \alpha_{12} = 1$, curve 3-calculation by the formula (1) at

$$P_c = P_a, \alpha_{12} = 1.$$

Determination of $A_t$ by calculation method is difficult, first of all because of value $P_{1a}$ which must be known in the conditions of operation on the engine. Determination of $A_t$ with the help of testing of nozzle diaphragm also allows calculation corrections. Almost precise value of $A_t$ for turbofan engine can be found only during special testing of high pressure compressor, when hot gas flows through
turbine with the same temperature as in the engine. But even usage of $A_t$, obtained during testing of compressor, at different examples of the engine connected with the error of 1% in the determination of $G_{ad}$ caused by the difference of $F_{ad}$ in allowable range. Additional errors appear during measurements $P^*_{HPC}$, $T^*_{HPC}$, $G_t$, choosing of coefficients $\sigma_{CC}$, $\eta_2$, and during the process of calculations with the help of complicated methodic with the usage of nomograms [1].

Method of losses determination in the secondary flow directly by the formula (3) allows measurements of only two parameters of gas flow on the engine: $P^*_{c2}$, and $T^*_{c2}$. Experimental determination of $\mu_2$ is more simple than special testing of compressor for accurate determination of $A_t$; values of $\mu_2$, obtained at the model is applicable for all serial engine specimens.

Value of the area $F_{c2}$, is easy to control at all engines. The change $F_{c2}$, at the hot state is easy to determine by the calculation method (for AI-25 as the result of expansion of hot nozzle of primary flow $F_{c2\text{top}} = 0.98F_{c2}$) or to use optical methods which found their application during engine testings with afterburner for regulated nozzles.

Conclusions

So, significant reducing of temperature unevenness in the secondary flow of TFE, insignificant unevenness of total pressure fields in connection with the way of determination of coefficient of coining of flow by experimental consumption characteristics of nozzle, allows to determine consumption directly by the formula (3) with relatively high accuracy.

Way of determination of flow coining coefficient illuminates necessity of measurement of total pressure with high errors on the cross-section of nozzle, can be applied at practice for the determination by stagnated parameters in jet nozzle as the gas consumption and thrust force. Method of consumption determination through secondary flow is simpler than indirect method which is based on the usage of parameter $A_t$.

References

CONTROL SYSTEM OF VALVES GAS COMPRESSOR UNIT (GPU)

Introduction

Nowadays, the share of the gas transportation system of modern automatic control systems (ACS) compressor shop (station) CS (CS) based on microprocessor technology not fully meet modern requirements. Commonly used systems that were delivered during the construction of the station with gas compressor unit (GPU). These systems are not only obsolete, but also come unusable because of its service life and physical deterioration of elements of the system.

Modern ACS based on microprocessor technology in the structure has highly productive equipment that allows to solve complex management tasks with high accuracy and speed. They also have in their composition separate modules for control stop GPA in extreme conditions, such as device failure and control.

The main performance problems

The main problems in the operation of GPA are:
- the function, ACS staff requirements of normative document PAT "Ukrtransgaz" - SDA 60.3-30019801-65:2008 "Automatic control of gas compressor units. Basic requirements."
- low speed cranes and, as a consequence, the delay time on the process of emergency or emergency stop GPA.
- absence of an independent mechanism for emergency management taps gas piping as part of SBS staff relay control system at their failure or power failure;
- low speed systems, the complexity of configuring and adjusting the control algorithm;
- The lack of autonomous emergency units
- stop and, as a consequence, lack of emergency stop GPA at failure of ACS. Rearrange the cranes in this case is done manually;
- lack of spare parts (especially for the import ACS). Frequent breakdown of worn equipment not allow you to quickly and accurately perform the repair ACS.

Solution of the problem

When working on the reconstruction of GPU replacing obsolete by modern ACS, which include device control stop GPA in extreme conditions - emergency stop unit (ESU).

Complexity due to the introduction of new features ACS carry out work on gas transmission facilities and significant material cost.

Due to the slow pace of these works, as well as to meet the requirements of the JMA 60.3-30019801-65:2008 mandatory carriage ESU ACS, as well as to provide control valves gas piping in an emergency TOV "Kotris" developed and implemented in a stand-alone operation crane control system with emergency stop blocks.
The system is designed for automatic and manual control valves (pneumatically, electrically) Command ACS GPU or operator -controlled rate of speed change, control and emergency stop serviceability GPU failure ACS.

This system provides control of cranes in an emergency after receiving a digital signal or refusal ACS operator command from the remote emergency stop and manual control valves with panel - mimic.

The system is mandatory for the design of new and maintenance of existing facilities on the ACS GPA PAT "Ukrtransgas".

The system provides a complete technical device and can be integrated into any SAU GPA as a separate component by the minimal improvement.

It consists of the following main elements (Figure 1):
- mnemoscheme - panel control buttons with physical taps;
- control device taps;
- unit emergency stop;
- block main and backup power.
- Remote Emergency Management.

Fig.1 Valves control system structural scheme

Emergency control panel, emergency stop unit, main and backup power supply unit functionally combined into protection unit. Constructively the equipment of unit placed in a separate enclosure (fig. 3). Control mnemoscheme-panel with emergency control panel (fig. 2)
Control valve device (CVD) provides control of the gas valves strapping GTA. It performs the following functions:
- formation of the impulse voltage for biasing the rod from the place of the solenoid valves;
- connect the power to the solenoid control circuit;
- control circuit integrity valve control;
- analysis of limit switches of valve;
- formation signal passing commands to the solenoid valves;
- providing galvanic isolation of signal and power circuits.

CVD electronic device which is housed in a separate housing. At the top of the housing is installed LED display showing the following information:
- command for opening the valve;
- team to close the valve;
- control circuit to control the opening of the valve;
- control circuit controls the closing of the valve;
- valve is open and the valve is closed.

Control signal to the controller comes from CVD ACS through ESU at the automatic control panel, panel-pnemo-scheme at the manual. When the emergency situations: failure of ACS, as well as pressing the "emergency stop" signal to the control unit is formed CVD emergency stop algorithm that performs an emergency stop GTA.
Connect external wiring to the CVD performed using demountable terminals mounted in CVD.

Emergency stop unit consists of a control module, implemented on the basis of microcontroller Atmega128 (Atmel), input-output modules (8 inputs and 8 outputs for each module) and input modules (16 inputs for each module). All modules are installed on the backplane.

Upon cancellation ACS GPU or when the signal from the remote controller ESU emergency control algorithm starts work, emergency stop and not respond to the controller control system ACS GPU.

Blocks of the main and backup power provides independence from ACS GPU power electricity system and ensure proper operation in extreme cases.

**Fig. 3. General view of the cabinet ACS GPU**

**Conclusions:**

Implementation into existing control systems ACS GPU taps allow without special equipment to ensure compliance with the requirements of the JMA 60.3-30019801-65:2008, improve operational safety CS(shop)CS, by reducing the time permutation cranes GPU and CS in emergency situations.
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1.5.45
FORMALIZATION OF PROCEDURES AND DETERMINING THE OPTIMAL MAINTENANCE OF AIRCRAFT AND AIRCRAFT ENGINES PROGRAMS

Maintenance program is essential for all modern aircraft and aircraft engines and may include continuous and periodic monitoring of performance, automated periodic inspections, regulations eliminate failures and faults handling. Each component of the program is characterized by a number of parameters that are part of the performance.

The process of maintaining the airworthiness of aircraft and aircraft engine within the prescribed period of service (resource) includes: keeping the operator of the terms and conditions of flight and technical operation of aircraft; implementation of the approved maintenance program with the evaluation of its effectiveness. Maintenance program is essential for all modern aircraft and aircraft engines and may include continuous and periodic monitoring of performance, automated periodic inspections, regulations eliminate failures and faults handling. Each component of the program is characterized by a number of parameters that are part of the performance, which are specified in the requirements, such as the frequency, scope and duration, strategies and tools for maintenance and others. From the correctness of reasoning, proof and deciding on the values of these parameters depend on both the level of reliability of aircraft in service, and so the complexity and cost of achieving that level.

Formation reliability of aviation technology is a complex process, covering the stages of design, manufacture and operation of which are linked to each other and are the constituent elements of a single management system.

Works in various stages involving decisions that have specific features at each stage and different information provision about the properties of objects of exploitation, requiring the need to use new methodological approaches in optimization solutions.

Content management in the design phase consists of providing balanced characteristics and properties of products of aviation equipment on the defining set of attributes. In this case, the optimized functional diagram of system reliability component elements, modes, controls and operational adaptability of components.

During operation phase, for given characteristics and properties of the objects of exploitation, control actions are: the volume and frequency of maintenance optimization are carried out for the effect - environmental controls and diagnostics, which are used, performance and features of the organization of work maintenance operator. The operator is entitled, within the constraints of the certification requirements, to decide the issue airworthiness object and the frequency of performance, given its own parameters and operating conditions. Frequency of works set on the basis of operational reliability and adaptability facilities maintenance.
The introduction of new principles of maintenance does not begin with the introduction of variable in the design and development of a maintenance program with the help of a comprehensive analysis of the design, possible failures and identify effective and appropriate measures to prevent them. Adding variable in structure, the necessity of which is in the process of developing a program, only enhances the efficacy of the new guidelines.

Solution of complex technical evaluation of products, taking into account all possible methods of control performance of individual structural elements of aircraft, components, systems and engines in general requires the development of administrative mechanisms that allow decisions under conditions of uncertainty, incompleteness and ambiguity of the original information.

The methods of fuzzy clustering situations and recognition methods allow the current situation to build a classification model of decision making and managers to find the best solution in a given situation.

Measurement is defined as a procedure for comparing objects with the appropriate parameters (features). Each alternative \( V_i \in V \) (or \( V^j \in V \)) is the set of parameters

\[
v^j_{(i)} = V^j(v^j_1, v^j_2, ..., v^j_n), \quad i = 1, 2, ..., n,
\]

where \( i \) - the alternative;
\( n \) - dimension of space.

As this scale is constructed without reference to specific, real solutions, it can be called a benchmark - a tool by which the assessment will then be made real decisions.

Multicriteria decision model for individual optimal solution vector is defined as a criterion in the form

\[
K(v) = \{k_1(v), k_2(v), ..., k_m(v)\}
\]

The components of the vector criterion is a scalar function defined on \( V \) and measure the quality of a decision on a scale previously defined. In general they are not compatible. Problem of choosing the optimal alternative to a formal set of criteria is to find mapping \( C[v(t)] = \{v \in V\} \), that each vector \( v(t) \) assigns to the real number \( W_t(v) \)

\[
W_t(v) = v_t(v) = v[v_1(t), v_2(t), ..., v_m(t)],
\]

which determines the degree of the advantages of this solution.

The technique is based on the use of a priori estimates of interval parameters, followed by calculation of a posteriori estimates in accordance with the increasing amount of information.

This sequential decision tasks, depending on the accuracy and reliability of available information is the basis of the adaptive management process design development, establishment and adjustment of maintenance items of aviation equipment.

Development and implementation of new principles of maintenance shows that the practical implementation of advanced techniques, resulting in a dramatic
increase in information. To optimize the frequency and scope of the aircraft product maintenance essential information which was presented in previous works.

To form a comprehensive summary of product characteristics of the performance properties of aviation equipment allocated «n» signs. Each attribute supplied in accordance with «m» states. A comprehensive description of the performance properties of the product is written in sequence, creating an ordered cortege:

\[ V_K = \{ x^i_1, x^i_2, ..., x^i_n \} \]

where \( i_j (j = 1 \div n) \) – set of states j-th feature.

Based on the classification performance properties of the grounds and conditions defining cortege for each element of a complex system of aircraft (Table1).

### Table1

<table>
<thead>
<tr>
<th>Code</th>
<th>The dominant factor</th>
<th>Working hours</th>
<th>Multiplicity functions</th>
<th>Efficiency means and methods</th>
<th>Average control time element, min.</th>
<th>Average recovery time element</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>fact of failure</td>
<td>less 1500</td>
<td>0</td>
<td>0 - 0,2</td>
<td>&gt; 60</td>
<td>&gt; 2</td>
</tr>
<tr>
<td>2</td>
<td>failure leads to an incident</td>
<td>1500 + 7500</td>
<td>( \frac{1}{2} \div \frac{3}{2} )</td>
<td>0,21 - 0,4</td>
<td>30 + 60</td>
<td>1 + 2</td>
</tr>
<tr>
<td>3</td>
<td>failure without consequences</td>
<td>7501 + 33500</td>
<td>( \frac{3}{2} \div \frac{5}{2} )</td>
<td>0,41 - 0,6</td>
<td>15 + 30</td>
<td>0,5 + 1</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>33501 + 165000</td>
<td>( \frac{5}{2} \div \frac{7}{2} )</td>
<td>0,61 - 0,8</td>
<td>to 15</td>
<td>to 0,5</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>165001 + 840000</td>
<td>( \frac{7}{2} \div \frac{9}{2} )</td>
<td>0,8 - 1,0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>840001 and more</td>
<td>more ( \frac{9}{2} \div \frac{1}{2} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

None of the alternatives that are not included in the set of Pareto optimal is not recognized by either method. And if there is some measure for comparing alternatives, establishment of benefits between them, and hence the choice of a preferred alternative, which would be the best solution desired.

Based on the comparison element of the tuple with the basic "B" performance are such alternatives Pareto optimum that satisfy all attribute value tuple. Maintenance management process is based on the implementation of control actions, which is based on an assessment of the effect of the operation of the aircraft for possible modifying object properties and operation is given by:

\[ e = f_e \sum_1^n \left[ x^i_j - B^i_j \right] \]
Based on the comparison and evaluation of the degree of deviation from the basic characteristics of the products of vectors solved the problem of managing the maintenance.

From the study it follows that for the comparative analysis of alternatives can be used together structure and function of vector criteria. To determine the comparison of the set of basic alternatives and to establish a system of benefits between them and the best decision that is optimal, solutions proposed to use a set of efficient Pareto optimal solutions.

Thus, the goal of development is maximum harmonization of methods and technologies of formation maintenance programs of aircraft, conducted by the existence of effective procedures for constructing the reference class of situations, making it possible to build an effective decision-making scheme. They are based on calculations for this specific situation of each of the degrees of membership of sample classes, and then selecting the solution that corresponds to one class or a reference situation in which this situation belongs to the greatest extent.

Selection of great number of base alternatives, determinate measure for their comparison and setting of the system of advantages between them - are foundation of decision-making the best. The selection of this great number will shorten the subsequent analysis and will decrease the amount of calculations for the processes control of technical exploitation.

Conclusion

Multicriteria problems have a characteristic, which is the main difference is that there is no single point of view, but there are many effective decisions, or decisions, Pareto optimal. Pareto optimality is alternatives, such that the transition from one to the other alternatives can not improve the value of one or more criteria without worsening at least one criterion.

It should be noted that in certain models optimize completeness and frequency of preventive measures to manage the state of operation of complex objects is still not completed development of multiparametric optimization method. When developing regulations maintenance aircraft range activities wealth management of complex systems is largely determined by the expert.
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IMPROVING OF AIRCRAFT GROUND HANDLING MANAGEMENT SYSTEM AT THE AIRPORT

The article deals with aircraft ground handling considered as an interrelated system of processes and sub-processes. The article proposes a scheme for improved dispatcher ground handling management of aircraft and communications schemes in the new structure of aircraft ground handling. The processes of strategic and seasonal planning were developed within the concept of building of the information-management system for the airport.

In conditions of market relations development particularly urgent problem of the most efficient use of the company’s production potential is becoming more important, which is impossible without effectively built system of production process control, as well as correct and accurate planning of resources for the production process.

With increasing requirements to quality of administrative decisions, a very important factor for the successful operation of the aviation enterprise in modern conditions is a rational system of production process control and resource planning. However, the building of only rational management system is not enough. In conditions of a highly-developed technological production, along with material flows, information flows increase and the last ones have the most significant effect on the management process. Therefore, timely and operative processing of incoming information is one of the most urgent tasks determining the quality of management. The primary tool, allowing to solve the task of handling greater flow of information is information systems. In the operational management of production information systems allow to automate a huge number of routine operations, and display information in real time for making decisions by management. At strategic management information systems act as a means of various kinds of calculations. Their use allows fairly accurately estimate the resource needs to identify "bottlenecks", to analyze the situation "what if".

The problem of reorganizing the system of operational management, resource planning and their information support needs to be considered in complex. Without constructing a rational system of management it is impossible to implement information systems effectively as they will simply automate the problems that already exist in the system of operational management. On the other hand, the rational management system cannot work without the implementation of information systems, since the requirements for information security management system only increase.

Assessment of the current state of air transport showed that the industry is in a difficult situation. The civil aviation needs reformation, one of the areas which should be reformed is the airport networks with the release of airports that can
become national hubs.

Analysis of the world reforming experience of airports shows that at creating a hub it is important to focus on:
- Reconstruction of the airport terminal under clear organization of passenger flows;
- Modification of the automatic baggage sorting system;
- Increase of productivity lines of passengers and luggage registering and monitoring;
- Elimination of congestion in the landside of the airport;
- Re-equipment of information system;
- Reconstruction of the airfield for aircraft landing with increased passenger capacity;
- Reorganization of the management system.

Analysis of the aircraft ground handling management system showed that there are some disadvantages that do not allow to manage this process.

The disadvantages of the control system are the following:
- No single control point of apron resources. At the absence of a single coordinator on the apron dispatchers of apron management cannot make decisions about the priority of flights service.
- There are no clear rules for the distribution of resources between processes of ground service and others. Including the lack of short-term planning, this leads to the diversion of resources to lower priority tasks. The more priority tasks appearing later are left in expectation mode.
- Virtually there are no long-term (prospective) planning of technical and human resources.
- There is no tool of quickly planning the distribution of resources to tasks for the next few hours. Dispatchers work in a rapid response. Accordingly, it is impossible to foresee a situation of resources lack for the emerging problem. Dispatcher of apron control recognizes about deviations only on the fact - often too late to rectify the situation. The existing system of communication leads to an overload of dispatchers as a consequence - the possible loss of operational information and, accordingly, errors in scheduling.

Part of the above mentioned disadvantages relay to the problems of informational support in the airport "Borispol", so problems with aircraft ground handling management are not only in ineffective organizational management structure, but also in their lack of information support. Information systems analysis showed that except controlling a central schedule system and a daily flight plan system of other systems which automate management processes of aircraft ground handling and planning there are virtually no resources.

Comparative analysis of foreign and domestic experience showed significant differences in the principles of the organization of airport activities. On the west there is quite clear separation of three subjects: Airport operator (usually the airport belongs to government authorities); Companies that provide ground handling services; Airlines.

At the same time, the company providing ground handling services can be both independent and belong to the operator of the airport or the airline. In the case
if ground handling agent supplies the airport operator, there are set of strict rules of separation of business management and airport ground handling activities. Nevertheless, in a number of European airports till the mid of 90s there was a monopoly on the provision of ground handling services. Compared with airports, where there was no monopoly, prices services in monopolized airports were higher and quality was lower.

There are no clear separation of such concepts as the airport operator and ground handling agent in Ukraine. Basically, the airport has a monopoly on the provision of ground handling services. Under such conditions, monopolists almost do not have economic incentive to improve the quality of service and to lower prices. If we talk about the survival of the airport, then the monopoly structure is admissible and even economically justified, but at a certain airport development lack of competitive environment will adversely affect the price and quality of ground handling services.

Large contribution to the problem of improving the organization of management at transport enterprises and information support of management systems was made by such authors as: Galaburda V.G., Goncharuk O.V., Gromov N.N., Persianov V.A., Rezer S.M., Uskov N.S., Fedina T.V., Fedorov I.S. and others - in the field of effective management of transport systems; Andrianov V.V., Artamonov B.V., Bragin V.A., Volkov L.P., Dounaev O.N., Kosichenko E.F., Kurilo V.M., Makarov E.V., Nikulin H. F., Romanov L.G., etc. - in the field of air transport; Bakaev A.A., Bardiner S.M., Gusyatiner A.M., Nikolaev A.B., Tulupov L.P., Tsarev P.M., etc. - in the field of information support at transport enterprises; Andronov A.M., Valkov V.M., Vershin V.E., Rudelson L.E., Sevastyanov N.P. etc. - in the field of information security in air transport. Scientific researches tend to focus on specific aspects of transport management. Number of works summarizing in complex a wide range of managerial, organizational, economic and technological problems in the functioning of the airport is limited, and that led to the choice of the theme of these researches, as well as their goals and objectives.

The objective of this research was the complex formation of a rational system of aircraft ground handling management at the airport. To do this, the following tasks were solved:

– the activity data and level of organization of aircraft ground handling management system of leading airport in Ukraine were analyzed;

– foreign experience in the organization and functional distribution of the responsibilities of business entities operating in the airport was studied;

– the main directions in improving of ground handling control at the airport were defined;

– methodical proposals for introducing resource planning system for aircraft ground service were developed;

– the concept of phased implementation of information systems (IS) was developed, which is the result of a single information space, providing full management processes and resource planning for aircraft ground service;

– a comprehensive assessment of proposed actions to reorganize the aircraft ground handling control systems and information support was given.

The subject of research are questions of effective management by the
process of aircraft ground handling and opportunities of its information provision, taking into account features of airports in Ukraine and market requirements.

The object of research was made one of the most modern and the most perspective airports in Ukraine is International airport "Borispol". Methodological basis for the research were the works of domestic and foreign scientists, guidance and regulations of aviation authorities, international conventions and guidelines in the field of airport operations.

Scientific novelty of the research is to develop a methodical, organizational and information support in making management decisions about aircraft ground handling control. In the result of the made researches the following was developed:

– Technique of construction and model of dispatcher control system of aircraft ground handling activities;
– Technique of planning system construction and providing with resources the process of aircraft ground handling;
– the concept of a phased establishment of information-management system of the airport, providing the process of resources planning and activities for the operational management of aircraft ground handling was developed.

The practical significance of this research is the ability to use its regulations, conclusions and recommendations for working out projects and programs, organizational, economic and information development of other airports in the country.

Conclusions. Aircraft ground handling was considered as an interrelated system of processes and sub-processes. On the basis of this classification a scheme of improved dispatcher aircraft ground handling management has been proposed, as well as communication schemes in the new structure. For organizations planning system the processes of strategic and seasonal planning have been described and their implementation is necessary for building the system. To ensure the implementation of the proposed measures to reorganize management system, the concept of building an information-management system for the airport, providing information support of ground handling and planning. Assessment of developed set of measures showed that its implementation will improve the efficiency of ground handling management and reduces the costs of its implementation.
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ESTIMATION OF KINETIC CHARACTERISTICS AND MODIFICATION ACTIVATION ENERGY OF "ШХ15" IN AVIATION FUEL "ТС-1"

As a result of the tribokinetic tests of the "ШХ 15" realization in aviation fuel "ТС-1" and according to the experimental-calculating method of kinetic characteristics estimation and activation energy of the 2-nd stage triboreaction-mechanical-chemical modification 0.296 kJ/mol. This is by 3-4 time less than analogous value of activation energy modification "ШХ 15" in fuel aviation "П" 0.921-1.354 kJ/mol.

Setup of the problem. The development of modern aviation, military, automotive engineering is impossible without increasing the reliability, durability, productivity, cost-efficiency of machines, mechanisms and their units. These requirements are especially important in designing, manufacturing and operation of the above mentioned items as well as in operation. Increased reliability, durability and cost-efficiency of these items depend on the surface durability of their individual units. In its turn, the surface durability (wear-firmness) of structural materials of triboconnections cannot be increased and the antiwear properties of fuel and lubricants cannot be improved without conducting tribotechnical tests. But for conducting such tests it’s necessary to use universal, energy, integral and invariant criteria, at least in one of the value ranges of loads (P), sliding speed and temperatures. The criterion that meets all the above mentioned requirements is activation energy, which is the whole three stages of triboreaction [1]. This criterion is in fact an energy criterion, integral and universal in application, invariant in the normal mechanical-chemical wear range, i.e. in the range of structural adaptation of the triboconnection materials, which has been proved experimentally [1]. The kinetic characteristics and activation energy of the 2-nd stage - mechanical-chemical modification (E^2) for aviation fuel “П" and hydraulic oil “AMГ-10" have also determined [2].

The aim of the work is to determine of the kinetic characteristics and activation energy of the 2-nd stage triboreaction - mechanical-chemical modification (E^2) for aviation fuel "ТС-1".

Calculation - experimental part. To achievement the aim we used tribokinetic tests to determine the kinetic characteristics and wear activation energy "ШХ 15" in aviation fuel "ТС-1" ("ДСТУ 320.001249943.011-99"), the produced of the Kremenchug. Oil - processing plant conducted on the friction machine "КИИГА-2" [3]. Both hard-phased elements were produced of ball-bearing steel "ШХ15" (ГОСТ 801-78). Tests were conducted with axis load P=98,1 H, slide speed \( V_{\text{кд}} = 1,18 \) m/c without excess pressure in the cell, at two temperatures: \( T_1 = 333^\circ\text{K} \) and \( T_2 = 303^\circ\text{K} \). Then, with the help of instrumental microscope "МИМ-7" at 70-multipes increment the diameter of the spot wear of every ball was measured in two interperpendicular directions and the arithmetic value of diameters of the spots wear \( d \), the mean value \( d \) of three of spots wear \( d \) and the mean value \( d \) of three or more tests were calculated. According to the method of carrying out tribokinetic tests, we
calculated the value of the every ball were, which is the geometric form of the ball segment, whose base diameter is the diameter spot wear. The sum of the wear volume of three balls (volume wear summary of one test) and calculation of the arithmetic mean value of value wear sum of three or more tests $V_c$. The results of these tests are given into table 1.

The next stage of the tribokinetic experiment is to calculate the speed of reaction wear $\omega$:

$$\omega = \frac{\Delta V_c}{\Delta t} = \frac{V_{ct} - V_{ct-1}}{t_i - t_{i-1}},$$  \hspace{1cm} (1)

where: $V_{Ct}$ and $V_{Ct-1}$ – are mean values of the summary wear of the tree balls at $t_i$ time moment and $t_{i-1}$ respectively.

The results of these calculations of $\omega$ for every interval of time $\Delta t$ are given into table 1. The order of the $N^p$ wear reaction was calculated for the initial $\Delta t_1$ and the last $\Delta t_3$ interval of time using the next formula:

$$N^p = \frac{\log \frac{w_1}{w_3}}{\log \frac{V_{C1}}{V_{C3}}},$$  \hspace{1cm} (2)

where: $w_1$ and $w_3$ is speed of wear for $\Delta t_1$ and $\Delta t_3$ interval time respectively;

$V_{C1}$ and $V_{C3}$ are means of the three balls for $\Delta t_1$ and $\Delta t_3$ time intervals respectively.

The calculation results of the order of $N^p$ wear reaction are also given in table 1.

<table>
<thead>
<tr>
<th>Temperature of testing, $T$, °K</th>
<th>Time of the tests, $t_i$, $x10^3$, s</th>
<th>Mean values of summary volumes of wear of 3 tests, $V_{c,10^{-3}}$, mm$^3$</th>
<th>Speed of wear for intervals of time, $\Delta t$, $\times 10^3$, mm/s</th>
<th>Order of wear $N^p$ for $\Delta t$ time interval</th>
<th>Constants of wear speed $K_p$ $x10^3$, s$^{-1}$</th>
<th>Mean Values $K_p$, $P_{SK} x10^{-3}$, s$^{-1}$</th>
<th>Coefficient of deviation of estimation of $K_p$, w, %</th>
<th>Graphical value of $K_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>333</td>
<td>1.8</td>
<td>0.87934</td>
<td>-</td>
<td>0.84</td>
<td>-</td>
<td>0.47455</td>
<td>4.6</td>
<td>$\tan 24.5^\circ = 0.4557$</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>1.18034</td>
<td>0.50167</td>
<td>0.48713</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>1.58846</td>
<td>0.67353</td>
<td>0.48722</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.6</td>
<td>2.07816</td>
<td>0.82283</td>
<td>0.44931</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>1.8</td>
<td>0.91013</td>
<td>-</td>
<td>1.01</td>
<td>-</td>
<td>0.98132</td>
<td>8.3</td>
<td>$\tan 43.5^\circ = 0.9490$</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>1.71737</td>
<td>1.3454</td>
<td>1.02566</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>2.9643</td>
<td>2.07821</td>
<td>0.88781</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.6</td>
<td>5.61713</td>
<td>4.42168</td>
<td>1.0305</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The constants of speed wear $K_p$ were calculated with the help of $V_c$ final value in $\Delta t$ time intervals, i.e. using the formula:
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where: $V_{C_{mp}}$ is the mean arithmetic value of $V_C$ at the beginning and at the end of $\Delta t$ interval.

\[
K^p = \frac{\Delta V_C}{\Delta t \cdot V_{C_{mp}}} = \frac{w}{V_{C_{mp}}},
\]

where: $V_{C_{mp}}$ is the mean arithmetic value of $V_C$ at the beginning and at the end of $\Delta t$ interval.

![Figure 1. Dependence logarithm of mean values of sum wear volumes of three balls during three tests (lgVC) on the time tests: 1 - at 333°K, 2 - at 303°K.](image)

The results of these calculations are given into table 1. We also give the mean arithmetic values of $K^p$ and deviation coefficient of $K^p-W$, estimation which was calculated according to method the calculation measurement errors of physical quantity [1]. We build the diagram of lgVC from time (t) dependence (fig.1)

Kinetic characteristics of the 2-d stage triboreaction has been determine of according to the secondary structure related area:

\[
\delta = \frac{S_{BC}}{S_k} \times 100\% \tag{4}
\]

where: $S_k = S_1 + S_2 + S_3$ - full contact area equal to the sum of areas wear of three balls;

$S_{BC}$ - secondary structure area, calculate to formula:

\[
S_{BC} = S_k - \frac{\Delta V_{cp}}{\Delta t \cdot K^p \cdot h_{BC}}, \tag{5}
\]

where: $\Delta V_{cp} = V_{cp,t} - V_{cp,t-1}$ is the interval of sum wear value meanings of three balls according to two interval $\Delta t$, $V_{cp,t}$ according to $t_i$ and $V_{cp,t-1}$ according to $t_{i-1}$;

$h_{BC}$ is secondary structure thickness or mechanical-chemical modification thickness.

**Calculation results.** Calculation results were $S_{BC}$ and $\delta$ according determined to equations (4) and (5), calculation results of the reaction modification $(N^M)$ order speed the constants modification $(K^M)$, coefficients deviation estimation of $K^M - W^M$ are given in table 2.
Table 2

<table>
<thead>
<tr>
<th>Temperature of the tests, T, °K</th>
<th>Time of the tests, t, $x10^3$, s</th>
<th>Secondary structure area, $S_{sec}$, mm$^2$</th>
<th>Secondary structure concerning area, $A$, %</th>
<th>Order of modification for interval of time, $N$</th>
<th>Constants of speed of modification $K^M$ $x10^3$, s$^{-1}$</th>
<th>Coefficient of deviation of the estimation of $K^M$, $w^K$, %</th>
<th>Graphical value of $K^M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>333</td>
<td>1.8</td>
<td>2.06505</td>
<td>89.814</td>
<td>86.478</td>
<td>0.59626</td>
<td>0.61138</td>
<td>0.61470</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>2.56979</td>
<td>83.449</td>
<td>80.163</td>
<td>0.59416</td>
<td>0.62437</td>
<td>0.61796</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>3.05082</td>
<td>92,100</td>
<td>88.775</td>
<td>0.59133</td>
<td>0.63071</td>
<td>0.61973</td>
</tr>
<tr>
<td></td>
<td>3.6</td>
<td>4.04623</td>
<td>80.341</td>
<td>80.341</td>
<td>0.58947</td>
<td>0.63449</td>
<td>0.62437</td>
</tr>
<tr>
<td>303</td>
<td>1.8</td>
<td>1.77638</td>
<td>89.613</td>
<td>86.480</td>
<td>0.60864</td>
<td>0.60721</td>
<td>0.60140</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>1.98882</td>
<td>83.425</td>
<td>80.341</td>
<td>0.59313</td>
<td>0.62437</td>
<td>0.60140</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>2.23221</td>
<td>83.425</td>
<td>80.341</td>
<td>0.59947</td>
<td>0.62437</td>
<td>0.60140</td>
</tr>
<tr>
<td></td>
<td>3.6</td>
<td>2.48635</td>
<td>80.341</td>
<td>80.341</td>
<td>0.62761</td>
<td>0.62437</td>
<td>0.60140</td>
</tr>
</tbody>
</table>

For control adequacy of modification $N^M$ and $K^M$ determination of the kinetic characteristics, were calculated by equations (1) and (3). We build the diagram of $\lg \delta$ from time (t) dependence (fig.2). The linear dependence of $\lg \delta$ from t confirmed the order of the reaction $N^M \sim 1$ and set the value of $K^M$ graphically, which is equal to the tangent of the angle of inclination of the straight line to axis OX. This $K^M$ value is also given in table 2.

Thus, knowing the $K^M$ value at both temperatures $T_1$=333°K and $T_2$=303°K, the value of the modification activation energy ($E^M$) calculated according to the equation of Arrenius:

$$E^M = \frac{RT_1T_2}{T_2 - T_1} \ln \frac{K_2}{K_1} = \frac{1.9144T_1T_2}{T_1 - T_2} \ln \frac{K_2}{K_1} =$$

$$= \frac{1.9144 \cdot 333 \cdot 303}{30} \frac{0.61138}{0.60721} = 0.296 (kJ / mol).$$

where: $R$ is universal gas constant.

Figure 2. Dependence of $\lg \delta$ from the tests time (t): 1 - at 333°K, 2 - at 303°K.
Conclusions

1. Calculation results of kinetic characteristics and modification activation energy have confirmed adequacy of normal mechanical-chemical wear kinetic model and adequacy of experimental-calculation method usually for estimation kinetic characteristics and activation energy of three stages triboreaction [1].

2. The established value of the 2-nd stage triboreaction activation energy, mechanical-chemical modification “IIIX 15” in aviation fuel “TC-1” ($E_{M^{TC1}} = 0.296$ kJ/mol) approximately 3-8 time less than the analogous value of $E_M$ in “PT” fuel ($E_{M^{PT}} = 0.921…1.354$ kJ/mol) [2].

3. The established value of $E_{M^{TC1}} = 0.296$ kJ/mol in "TC-1" fuel have replenished the data bank of the "IIIX15" steel modification and antiwear properties of the "TC-1" fuel and matrixical energy - activation criterion of construction materials estimation, antiwear properties and modification of combustible - lubricant materials and combinations of these materials [4].
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TRANSIENT RESPONSE OF HYDRAULIC PRESSURE REGULATORS

The analysis of characteristics of automatic pressure regulators of hydraulic systems, which determine the quality of transitional processes was performed and a functional that allows to determine the parameters of regulator was offered.

1. Introduction.

The estimation of transient process of automatic pressure regulator can be done by means of the index of regulator stability, which characterizes its extreme processing speed. Consequently, the degree of stability of pressure regulator can serve as the measure of its processing speed. It is significant that the decreasing of one index of the quality of transient process often leads to the increasing of another and vice versa. Therefore, while examining of the quality of transient response the main question is the receiving of automatic regulator with the advanced determined properties. It must ensure not only the stable functioning, but also the high indicators of transient process.

2. Problem formulation.

The investigation of quality of transient process involves the consideration of the influence of different factors on the indicators of quality. For these it is necessary to know the transfer function of the regulator and of the regulated object. The distinctive feature of the transfer function of pressure regulator is that the coefficients in nominator and denominator of transfer function are not independent. Analysis shows that they are related to each other, since they represent complex functions of physical parameters of a regulator (setting pressures, areas and lengths of saddles’ perimeter, poppet mass, volumes of the liquid in pressure and drain chambers etc). That is why the reduction of the equation to the normalized function and determination of the optimal magnitudes of dimensionless factors is unacceptable in this case. The nominator of the transfer function of pressure regulator at distributing influences includes the differentiating operator of first and second power that sets the additional limits for searching the quality criteria of transient response, since it is necessary to take into account the influence of zeroes of the transfer function.


The most important parameter of the transient response of pressure regulator is the deflection of the error of regulation. The choice of the form of transient process of automatic pressure regulator depends on the requirements to its work. So, in one case we prefer to get the periodic pressure process, in another – overshoots. It is necessary to proceed on the problems of pressure regulation in the considered system. The system to be studied is illustrated in Fig 1. The valve consists of a conical-seat poppet of mass $m$ loaded by a spring of stiffness $c$. The viscous and
other friction forces acting on the poppet-piston are lumped in a damping constant $K_v$. The pressure sensitive area of the poppet valve is denoted by $F$. In the case under consideration the added-volume accumulator is installed.

**Figure 1. Schematic diagram of a pressure-controlled hydraulic system**

The analysis involves the following basic assumptions:

1. Head losses in fluid passages are negligible.
2. Discharge coefficient of the valve does not change.
3. The fluid source is ideal.
4. Coulomb friction has been neglected.
5. All of the walls of the fluid passages and chambers are rigid.
6. Fluid pressure changes simultaneously in the whole hydraulic circuit.
7. The angle of discharge does not deviate.
8. Steady and unsteady fluid-flow-induced forces on the poppet valve are included in the effective spring and damping constants.
9. The inertia of the fluid in the pipeline is neglected.
10. Only small flow variations through the poppet valve are being considered.

The choice of functional, which corresponds to quality performance, is complicated problem, because it is connected with taking into account a lot of concrete conditions. They are, first of all, demands, which are made to the regulating system, simplicity of the further analysis of optimal system, etc. Therefore, if we consider that the minimum of error of transitional process corresponds to the minimum of integral

$$I = \int_0^\infty p^2(t)dt,$$

where $p(t)$ is the dynamic component of pressure, rated to the respect of the new established level. The less integral, the better the system. For the ideal automatic pressure regulator $p(t) = 0$, correspondingly $I \equiv 0$. The ideal system can not be
realized physically, these equalities are impracticable. That’s why for the optimal systems the quality performance I reaches non-trivial minimum.

4. Dynamic analysis

The transfer function of automatic pressure regulator is given by:

\[
W = \frac{p(s)}{Q(s)} = \frac{b_0s^3 + b_1s + b_2}{a_0s^3 + a_2s^2 + a_3s + a_0},
\]

(2)

where

\[
a_0 = K_aK_Q + \omega_0^2(K_z + K_f);
\]

\[
b_0 = \omega_0^2K_f;
\]

\[
a_1 = K_e\omega_0^2 + K_m + 2n(K_z + K_f)K_iK_Q;
\]

\[
b_1 = 2nK_f;
\]

\[
a_2 = K_z + K_y + K_0 + 2nK_z; a_3 = K_c;
\]

\[
b_2 = K_f;
\]

The law of change of the main disturbing impact \((Q = Q(t))\) in hydraulic systems may be various. For the investigation of transitional processes it is convenient to use the step function.

Transient process in linear systems at stepped disturbing impact and zero initial conditions is equivalent to the transient process without disturbing impact in another linear system, for which the left part of differential equation is constant and the right part is equal to zero. Also the new (equivalent) initial conditions must be tided according to relations:

\[
p(0) = p_s = -\frac{b_0}{a_0}Q_v;
\]

\[
p(0) = b_2K_c = \frac{Q_e}{K_c};
\]

\[
\frac{d^2p(0)}{dt^2} = \frac{Q_e}{a_3}\left(1 - \frac{a_2b_2}{a_3}\right) = \frac{Q_e}{K_c^2}K_p;
\]

(3)

Where \(p_s\) is the increment of pressure in the steady mode at increasing of the flow rate through the valve on value \(Q_v\).

The value of the integral \(I\) for transient process we can calculate by Mandelshtam’s and Papaleksi’s method:

\[
I = \frac{1}{a_0}\left(\frac{b_3 + a_2b_2 + a_1b_2}{a_2a_3 - a_0a_3}\right);
\]

(4)

We can find the value of integral \(I\) by substituting the parameters of regulator in this formula, thus we can characterize the quality of the system. The less the integral, the better the pressure regulating hydraulic system.

For the further analysis we must express functions, which depend upon the initial conditions, through the physical parameters of regulator. At the same time we will insert the assumption of horizontality of static characteristic of pressure regulator that corresponds to the practical requirements to the equipment for stabilizing parameters of hydraulic systems. Then we will have:
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\[ h_1 = \frac{Q_p^2}{2K_c} \left( \frac{mK_p^2}{K_c} + K_vK_m^2 \right), \quad h_2 = \frac{Q_p^2}{2K_c} \left( K_v - \frac{mK_p}{K_c} \right), \quad h_3 = \frac{Q_p^2}{2K_c}; \]  

The expression for the integral quadratic error in the function of parameters of oscillated system and the value of stepped disturbing impact is as follows:

\[ l = \frac{Q_p^2 \left[ m(FK_v^2m + K_v^2K_m^2) + K_v^2K_v \right]}{2FK_v^2 \left[ m(K_vK_v^2 + F^2K_v^3 - FK_v^2K_m^2) + K_vK_vK_v^2(K_v^3 + F^2) \right]}. \]  

In general case, the solution determines the optimum vector of pressure regulator parameters. However, the problem of minimization of integral \( I \) with large quantity of variables is enough complicated and not always expedient, since the results on some variables can be trivial, for example, minimum of integral corresponds to the minimum of mass, etc. That's why we should set additional (determined, for example, by practical reasoning) conditions on some coefficients, mark the variables and determine their optimal values on integrals \( I \) minimum. This approach allows to determine the values of optimal coefficient of regulators' amplification on expense and the viscous friction coefficient:

\[ K_{v}^* = \frac{m}{\sqrt{3}} \sqrt{c_l}; \quad K_{v}^* = \frac{m}{\sqrt{3}} \sqrt{c_l}; \]  

where: \( \sqrt{c_l/m} - \omega_0 \) - is self cyclic frequency of oscillations at critical decrement (at the stability limits) for the low-lift valve \((Z \to 0)\) with the horizontal expense characteristic: \( c_l = \frac{EF^2}{W} \) - is the rigidity of joint volume of fluid.

5. Conclusion.

We can see that the functional \( I \) depends upon the parameters of the system. Such parameters, at which \( I \) reaches the minimum corresponds to the optimal system. These dependences allow to determine in the first approach the main parameters of pressure regulator with their further precision, depending upon certain working conditions of automatic pressure regulator in hydraulic system.
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The paper introduces one approach to the generating of diagnostic decision for the aviation gas turbine engine malfunction, supported by the fuzzy model in MATLAB suit.

**Problem identification.** During operation of aviation gas turbine engines (GTE), certain deviations from operating parameters may occur being the evidence of some damage. Different combination of the various parameters changes of engine work can be caused by the different reasons. In this situation the information about the current state of GTE should be as full as possible. In particular, the expert thoughts may be involved to the decision making process. Therefore, the field data may involve both numeric and non-numeric information (linguistic), and some of them may involve mixed data. In order to process all data together and estimate the mutual effect of these, both the expert systems’ and fuzzy systems’ tools should be applied.

**Problem state.** The general idea is:
- to collect all possible data, which correlate with the object (i.e. MMEL &MEL recommendations, expert knowledge, results of technical diagnostics et.);
- to represent all data in the form of linguistic variables (fuzzification);
- arrange logical rules;
- to reflect input space of data to the output space through the fuzzy inference mechanism;
- defuzzificate the result and estimate it (the value of probability) for the further decision making process.

**Conceptual considerations.** The conceptual background of the problem of diagnosing gas turbine engine through the implementation of information technology decisions on the evaluation of their technical condition is associated with the need to describe the interrelated multiparameter objects. The basic requirement for the recognition algorithm causes manifestations of faults or deviations from normal operation is the ability to detect the state of an object when there are multiple channels of measurements of physical parameters (variables), change the values of which are interrelated and each of them characterizes the state of engine in whole.

There are several methods and techniques of test and functional diagnosis based on a study of thermal, gas dynamics, vibration and other parameters. These systems can detect approximately 50% of possible failures of gas turbine engines, but they are not always reliable because of the large number of them it is difficult to take into consideration for factors that influence the state of engine.

The problem of selection of informative features in assessing the technical condition of GTE is a general problem of minimizing the amount of initial information about identifiable states. The goal is to minimize the allocation of the
initial information in the first place those signs, which deliver the necessary information about the differences between the recognition classes.

The problem solution is based on the approach, proposed by Shabaev R.R. The generic idea of the approach is the next: analysis of studies on the problem of choosing the most informative parameters of the organization of monitoring and diagnostics shows that most of the methods involve the tasks of minimizing the qualitative level, without calculating the quantitative estimates. With adequate mathematical models of complex technical objects (TBG) may develop appropriate ways to minimize, to compute "weight" values of the parameters of control (diagnosis) and, based on minimizing build-structured a set of parameters. The most informative combination of parameters in the procedures for diagnosis may be suggested as follows: \[ T_{\text{HP}} = \pi_c \cdot \pi_p \cdot \alpha \cdot \sum n_i \cdot n_j \cdot \cdot \cdot \] ("Temperature field" for the high or low pressure turbine, the pressure ratio of the compressors, the total pressure ratio of the compressors, frequency of rotation of the compressors).

**Fuzzy system input data set.** The set of fuzzy system input data involves: Temperature after HPT or LPT; LPC pressure ratio; HPC pressure ratio; Sum pressure ratio; HPC rotor frequency of rotation; LPC rotor frequency of rotation.

The field data are arranged as the initial table (fragment is presented by Table 1); 4 GTE modes are investigated.

<table>
<thead>
<tr>
<th>#</th>
<th>parameters</th>
<th>modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( n_{\text{HPC}} )</td>
<td>12708...13533 13032 14225 15225</td>
</tr>
<tr>
<td>2</td>
<td>( n_{\text{LPC}} )</td>
<td>3700         7530         8560 9725</td>
</tr>
<tr>
<td>3</td>
<td>( G_P )</td>
<td>193          280          392 487</td>
</tr>
<tr>
<td>4</td>
<td>( T_{\text{in}} )</td>
<td>288          288          288 288</td>
</tr>
<tr>
<td>5</td>
<td>( P_{\text{in}} )</td>
<td>1.03         1.03         1.03 1.03</td>
</tr>
<tr>
<td>6</td>
<td>( T_{\text{HPC}} )</td>
<td>283          287          291 294</td>
</tr>
<tr>
<td>7</td>
<td>( P_{\text{HPC}} )</td>
<td>1.09         1.24         1.35 1.44</td>
</tr>
<tr>
<td>8</td>
<td>( T_{\text{HPT}} )</td>
<td>333          438          500 546</td>
</tr>
<tr>
<td>9</td>
<td>( P_{\text{HPT}} )</td>
<td>1.79         3.35         4.29 5.18</td>
</tr>
<tr>
<td>10</td>
<td>( T_{\text{LPC}} )</td>
<td>685          650          677 721</td>
</tr>
<tr>
<td>11</td>
<td>( P_{\text{LPC}} )</td>
<td>1.05         1.12         1.17 1.24</td>
</tr>
</tbody>
</table>

Operational constrains are the next:
1. Maximum \( n_{\text{LPC}} \) - on which the stator is turn-off is 6770-7270 rpm (41-44%).
2. Maximum allowable \( n_{\text{LPC}} \) - on the ground is 11610 rpm (98%).
3. Maximum allowable \( T_{\text{HPT}} \) on the ground and during flight: take off mode- not more then 630; nominal mode- not more then 570; cruise mode- not more then 550; idle mode- not more than 600.
4. During idle mode \( \pi_{\text{HPC}} \) - not more than 10%.

Possible reasons for deviations from normal diagnostic parameters for modes of GTE and their expert thoughts are given in Table 2 (fragment).
<table>
<thead>
<tr>
<th>Diagnostic parameter</th>
<th>Expert evaluation of the degree of parameter deviation</th>
<th>The combination of possible causes (diagnosis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing the temperature of gases after turbine</td>
<td>0.1</td>
<td>Slight overheating blades of GV third stage turbine OR Insignificant burning-out tube combustion chamber OR Slight contamination of high pressure compressor blades OR Slight warp blades of GV, low pressure compressor</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>More significant overheating blades of GV third stage turbine; OR More significant burning-out tube combustion chamber; OR More significant contamination of the high pressure compressor blades OR A substantial warp blades of GV, low pressure compressor</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>Significant overheating blades of GV third stage turbine OR Significant burning-out tube combustion chamber OR Significant contamination of high pressure compressor blades OR Significant warp blades of GV, low pressure compressor</td>
</tr>
<tr>
<td></td>
<td>&gt;0.5</td>
<td>Large blades overheat GV third stage turbine OR Great burning-out tube combustion chamber OR Great pollution high pressure compressor blades OR Great warp of blades GV, low pressure compressor</td>
</tr>
</tbody>
</table>

**Input and output data justification.** All input and output data (both numerical and linguistic) should be represented as linguistic variables. A linguistic variable is a quintuple \((X, T(X), U, G, M)\), where \(X\) is the name of the variable, \(T(X)\) is the term set, i.e. the set of names of linguistic values of \(X\), \(U\) is the universe of discourse, \(G\) is the grammar to generate the names and \(M\) is a set of semantic rules for associating each \(X\) with its meaning. Each linguistic variable is represented as a term-set. As an example, some linguistic variables for stated GTE parameters, and their term-sets are given below.

<table>
<thead>
<tr>
<th>Name of Linguistic Variable</th>
<th>Term-set</th>
<th>Subjective Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Temperature after HPT</td>
<td>Normal……………………………&gt;0.1&lt; 0.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Augmented …………………….. &gt;0.2, &lt;0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dangerous…………………… &lt; 0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Normal………………………… &lt; 0.1 &gt;0.3</td>
<td></td>
</tr>
<tr>
<td>2. LPC pressure ratio</td>
<td>Augmented …………………….. &gt;0.3, &lt;0.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dangerous…………………… &lt; 0.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;0.1</td>
<td></td>
</tr>
</tbody>
</table>

Outputs in our case will be thrust and fuel consumption, because fuel consumption of an aircraft engine is a function of the power plant utilized and thrust required from the engine to perform certain tasks at certain altitudes and speeds.
Membership Functions. In this fuzzy model there are 6 inputs (in the left upper side), and 2 outputs (right upper side). The tools that are situated in the down part of the screen give an opportunity to choose parameters, and write its names. For example, first our input, which is framed by red color, is temperature after HPT (Fig.1).

The example of membership functions of input signal is represented on figure 2.

Fuzzy Rules Generation. Fuzzy rules are generated with the tools of the fuzzy system MATLAB suit (Fig.3.).

Experiment Arrangement. Fuzzy model gives the opportunity to reveal the dangerous combinations of factors. The possible unfortunate combinations of factors can be investigated in Rule Viewer Suit (Fig.4).

At the top of the window is a field rules. In the bottom of the windows are the input and output linguistic variables of diagnostic parameters. Between the top and bottom of the window shows the design rules with complex antecedent (link) and integrated konsikventom (conclusion). The structure of the present rules or logical operators or and. In the window of each variable given the names of those functions accessories.

1. Thrust

<table>
<thead>
<tr>
<th>Classification</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Augmented</td>
<td>&gt; 0.2</td>
</tr>
<tr>
<td>Dangerous</td>
<td>&lt; 0.4</td>
</tr>
</tbody>
</table>

2. Fuel consumption

<table>
<thead>
<tr>
<th>Classification</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Augmented</td>
<td>&gt; 0.2</td>
</tr>
<tr>
<td>Dangerous</td>
<td>&lt; 0.5</td>
</tr>
</tbody>
</table>
**Modeling Results.** Surface viewer simulates the response of the fuzzy model for the entire range of inputs that the system is configured to work for. The responses to the inputs are plotted against the inputs as a surface.

In Fig. 5 the output surface for two inputs - sum pressure ratio and temperature after HPT - is shown. As it can be seen in case of sum pressure ratio augmentation and temperature after HPT dangerously increased then the thrust will be dangerously increased too, which sounds very rational. Fuzzy model diagnostic decisions are summarized in Table 3.

![Figure 4. Rules Viewer](image)

![Figure 5. Results of modeling](image)

### Table 3

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{\text{HPT}} )</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>( \pi_{\text{SPC}} )</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>A</td>
<td>N</td>
<td>R</td>
<td>D</td>
</tr>
<tr>
<td>( \pi_{\text{LPC}} )</td>
<td>A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>R</td>
<td>A</td>
</tr>
<tr>
<td>( \pi_{\text{Σ}} )</td>
<td>N</td>
<td>N</td>
<td>A</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>R</td>
<td>A</td>
</tr>
<tr>
<td>( \pi_{\text{Σ}} )</td>
<td>N</td>
<td>N</td>
<td>D</td>
<td>N</td>
<td>A</td>
<td>N</td>
<td>A</td>
<td>D</td>
</tr>
<tr>
<td>( \pi_{\text{Σ}} )</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>( \pi_{\text{Σ}} )</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>( \pi_{\text{Σ}} )</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
</tbody>
</table>

N-normal; A-augmented; D-dangerous.

### Conclusions

Basing on results of modeling the most dangerous is \( T_{\text{HPT}} \) augmentation, because it can signalize about engine faults, such as blades overheating of third stage turbine GV, burn-out tube combustion chamber, contamination of high pressure compressor blades, blades overheating of low pressure compressor GV, which can cause serious reduction of thrust, and self turn-off, or fire of an engine.
EFFECT OF MAGNETIC ABRASIVE MACHINING OF GAS TURBINE ENGINE BLADES IN REPAIR PROCESS ON THEIR SERVICE LIFE

The problem is possibility of gas turbine engine compressor blades fatigue strength improvement by their magnetic abrasive machining.

Currently, GTE blades serviceability restoration after their long-term service is an actual problem, since its solving will allow to extend their lifetime, reduce materials output ratio and will have significant economic effect.

Classification of typical gas turbine engine blade damages and their reasons has been given previously [1].

There are a lot of repair techniques for eliminating various GTE blade surface damages, restoring blade metal surface layer strength properties and thereby extending their service life. Currently, strengthening technique method based on the surface plastic deformation (SPD) is widely used [2]. As SPD strengthening procedures, shot blasting, pneumodynamic machining, hydro- and pneumogrit blasting, vibration tumbling etc are widely used.

Magnetic abrasive machining (MAM) is used as a final machining combined with special coating deposition methods, particularly ion-plasma coating, and allows significant improvement of various component parts reliability and lifetime, including component parts with irregular space form, e.g., such as gas turbine engine blades. Service conditions improvement is associated with MAM method characteristics, since it combines both impact interaction of powder grit and processing surface, and effects, occurring at friction contact [3, 4].

Besides, original abrasive instrument at MAM has mobile coordination and allows locally affect individual areas of the component machined surface [5] as well as their damage sites.

At the same time, significant reduction of these damages effect, i.e. a sort of “healing” of defects is possible, due to the stress concentration reduction in these defects and formation in material surface layer of favorable compression residual stresses of 200+ mcm in depth.

At compressor blades repair after long-term service, various repair techniques for their restoration are used [2, 6].

One of these techniques is combined machining (MAM and ion-plasma titanium nitride (TiN) coating deposition) that has already shown purposefulness of its use for compressor blades reliability improvement, both new and after service; at their repair [7].

It is known that in service compressor blades undergo erosive wear. After running for more than 1,500 h, on the component part surface defects are registered.
in the form of cavity pockets, abrasive and corrosive wear traces.

Defective layer elimination is generally performed by manual grinding and polishing of the pockets and corrosion pits with abrasive disks using various pastes. In this process, rather thick material surface layer (up to 0.5...0.8 mm in depth) is eliminated near defects until their complete elimination. This technique results in the following negative moments:

- Pocket closure with material puddles, i.e. hidden defect formation.
- Violation of maximum allowable profile dimensions, i.e. complete component part rejection.
- Strength characteristics degradation at cyclic loading.

All these negative moments of the serial repair technique are not specific for the complex technique using MAM, because it provides not only uniform blade platform surface smoothing [3], but also component part surface layer strengthening [4, 5]. Furthermore, MAM blade technique and unit allows blade edge formation [4, 8] and various blade platform areas machining with controlled effect [5].

Magnetic abrasive blade platform machining may be not only polishing-strengthening operation, but also preliminary technological operation prior to coating deposition and the coating machining.

The study was performed on compressor blades after service (~ 2,000 h), made of 13H12N2V2MF steel (EI961). The blades were exposed to troubleshooting, primary machining (washing and coke cleaning) and then MAM machining and deposition of several TiN coating layers. The results of two blade batches fatigue resistance tests and fatigue curves, plotted using linear regression analysis method, are shown in Fig. 1.

The first batch was exposed to blade platform polishing by repair base technique.

The second batch was machined by MAM method with subsequent TiN coating deposition 6...8 μm in depth. Blade platform surface roughness after MAM+TiN+MAM+TiN repair technological cycle meets requirements to new component parts. Please, note high quality of thin leading and trailing blade edge coating, and that repeated MAM did not damage blade surface TiN coating, including the edge coating. It suggests high coating adhesion to the basis.

1.6.24
Test data analysis shows that the blades after polishing by repair base technique (Curve 1) have greater fatigue life scattering. Fatigue Curve 2 of the blades exposed to complex platform surface processing (MAM+TiN+MAM+TiN), is characterized with little test point scattering and higher narrow fatigue limit ($\sigma_{-1} = 430$ MPa).

Little test point scattering indicates stability of the blade surface layer properties after complex machining, and the narrow fatigue limit improvement based on 2.107 cycles for ~ 30 MPa provides activity of the surface residual compression stresses, occurring in material after magnetic abrasive machining.

Resume. Comparative fatigue tests of gas turbine engine blades exposed to magnetic abrasive machining after their certain service time show higher fatigue endurance limit and lower test point scattering, than in blades, exposed to fitting and polishing by repair base technique.

It is an evidence that the first type machining of the blades has greater effect on their fatigue life.
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GAS TURBINE ENGINE BLADES FATIQUE STRENGTH TEST AFTER WELDING REPAIR FOR THE PURPOSE OF THEIR AIRWORTHINESS MAINTENANCE

The problem is evaluation of possibility to support gas turbine engine blades airworthiness by their fatigue strength test after welding repair.

In service, gas-turbine engine (GTE) blades undergo erosive wear and corrosive damage. Furthermore, handling marks caused by foreign object entry into GTE gas-air flow duct may appear on the blade edges [1].

All these factors reduce cyclical strength of the blades. However, to save energy and material resources, actual task is to find reasonable repair procedures of gas-turbine engine blades, which would assure their serviceability at further service.

One of these procedures, especially, when it concerns blade edge repair, is fusion welding repair. It is possible under condition that repair technique provides uniform strength of a new and repaired blade pressure side considering difference between base metal and welding deposition mechanical properties at hazardous loading.

In rationally projected blade, proof strength value from root to mid-span section has insignificant changes [2]. Generally, in this part of the blade no defects and, respectively, repair allowed [3]. Therefore, allowable repair zone is within the limits from mid-span to end blade section. The experience of gas-compressor unit (GCU) blades service has shown that their serviceability is mainly limited to fatigue resistance. Then, under uniform strength condition it is necessary to maintain inequation

\[
\frac{\sigma^p_a}{\sigma_{a1}} \geq \frac{\sigma^p_{o1} K_{wu}}{\sigma_{o11}} \geq K,
\]

where \(\sigma^p_{o1}\) and \(\sigma^p_{a1}\) – limiting characteristics, fatigue endurance limits of new and repaired blade in the same sections

\(K\) – fatigue endurance limit of repaired blades reduction factor

Knowing \(K\) value for specific blades and stress distribution diagram along the blade platform length in relative coordinates \(\sigma_a / \sigma_{a1}\), where \(\sigma_{a1}\) – blade platform maximum stress amplitude, allowable blade platform repair zone may be determined. Figure 2 shows that the size of this zone is established from the point of \(K\) coordinate intersection with stress diagram to end section.

Described procedure of allowable blade repair zone determination [4] was used during fatigue resistance test of the following new and welding repaired turbine
blades: GCU-C-6.3 free turbine (HN77TUR heat-resistant alloy), I stage of GTC-10-3 gas turbine complex (GTC) (HN65BMTU heat-resistant alloy) turbo-propeller engine (TPE), III stage of GTC-10-3 (20H12BNMF martensitic steel) TPE, and axial compressor rotor blades: zero stage of GT6-750 compressor (20H13 steel) and I stage of GTC-10-4 compressor (13H11N2K2MF chromium steel).

Fig 1. Blade repair zone determination diagram: 1 – leading edge; 2 – trailing edge; $l_p$ – allowable repair zone; $l$ – blade platform length

Fig. 2. Blade repair zone microstructure (HN77TUR alloy) after welding deposition
Repair of gas-compressor unit turbine and compressor blade platform was performed due to instructions, developed based on experimental-technological operations of Souzgaztechremont company jointly with E.O. Paton Institute of Electric Welding, NAS of Ukraine, and recommendations of G.S. Pysarenko Institute for Problems of Strength, NAS of Ukraine.

Metallographic tests have shown that at this welding deposition technique, great difference in microstructure of base and added metals was reported (Fig. 2). The structure of the latter metal has dendritic structure with sharp boundary of base metal. Fatigue cracks generated along added metal, there were no cases of crack generation on the line between base and added materials.

Thus, nickel wrought alloy and welding deposition mechanical properties difference is the most likely reason of HN77TUR and HN65BMTU heat-resistant alloy blade destruction in welding deposition zone.

Blade repair welding technique enhancement, providing smoothness of switch to the welding deposition material, close by its properties to the base metal, causes high fatigue blade resistance.

Welding repaired blades of GTC-10-4 compressor I stage made of 13H11N2V2MF steel, which were deposited in argon by KTI-10 electrode on leading and trailing edges in the middle of the blade platform length, were broken along base metal upon the I form bending vibrations.

Fatigue tests of welding repaired GCU compressor blades, made of 20X13 and 20X13BNMF steel, have shown that repair of these blades up to the middle of the platform is possible at the developed welding deposition technique with subsequent thermal and mechanical processing.

Thus, it is possible to repair those blade platform zones, which, considering repair technique and welding deposition properties, maintain required serviceability of the blades in interrepair time under service conditions. Gas-compressor unit pilot development supported this conclusion [5].

Tests of EI893 alloy 1 stage TPE blades after long-term service support conclusion on weld and base metals uniform strength at repair fusion welding.

Welding deposition (area of 1 cm²) was performed using ChS-40 electrode wire without underlayer at the leading edge in zone, where the edge amplitude stress is 0.8σmax upon this form of vibrations. Electrode wire mechanical properties are similar to EI893 alloy properties upon increased temperatures.

Figure 3 shows fatigue test results of the blades, welding repaired upon bending vibrations. For comparison it also presents fatigue curve of the blades after service for 25,000 h. It is evident that repaired blades have higher fatigue resistance, than the blades after service life.

Please, note virtually the same fatigue curve slopes in the Fig. 3 and little life scattering of repaired blades (correlation factor is \( r_{y/x} = -0.9704 \)).
Resume

Based on performed tests, procedure of allowable gas turbine engine blade repair zone determination was developed and presented. It was shown that fatigue tests of the welding repaired compressor blades by enhanced welding technique indicate uniform strength of added and base metals. It maintains required blade serviceability in interrepair time under service conditions.
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INCREASING SMALL ELECTROMAGNETIC VALVES RELIABILITY AND SERVICE LIFE

This article discusses the main actions taken for improving the reliability and service life of small solenoid valves that are used in aerospace products. These actions take into the consideration possible changes in the technical condition of parts and assemblies of valves during the lifelength of the valve under operating loads.

Development of modern aviation and space technic requires significant reduction of the development time and manufacturing application time for the new devices which have increased requirements for the reliability and lifelength. These demands are fully applicable to the development of small electromagnetic valves (EV), that are widely used for different purposes in aerospace units. However, traditional ways of ensuring reliability and safety of the small EV, that are based on the results of labor-intensive and prolonged endurance tests, no longer meet the requirements of the time.

More effective approaches should be implemented into the EV designing practice. One of which is the selection of the required valve workability reserves on the early stages of its design process. Such selection is based on the prediction of possible changes in the technical condition of the valve under operating loads during its lifelength.

This even on the stage of conceptual design of a new valve allows to:
- identify operational factors that have the greatest impact on changing the technical state of the valve elements and units during its lifetime;
- determine the structural elements of the valve, which limit its lifetime;
- timely develop concrete actions aimed to improve the design of the valve and to ensure the required level of reliability and durability.

As collected experience of the design of small EV for aerospace products shows the problem of providing the necessary indicators of maintainability and reliability of valves is connected with two problems: ensuring the fatigue strength of the structural components of the valve and ensuring parametric workability reserves of the valve [1].

It was chosen for the object of research the pneumatic valve with two-polarized electromagnetic drive (fig. 1). It is widely used in aerospace products because of the low energy requirement. For the evaluation of technical changes in the valves of such type and their main functional parameters it was conducted a resource testing of 5 sample valves until their full failure.
Conducted longevity tests of the experimental group of valves showed that during the process of work there is a slight decrease in voltage $U_{\text{open}}$ and time $t_{\text{open}}$ of valve opening, slight decrease of $U_{\text{close}}$ and time $t_{\text{close}}$ of valve closing and significant reduction of the slide motion $x_{\text{slide}}$. The reason of this is the change of location of slide 5 against to the lock washer 9 and rod 1 because of wear of circular groove on the end surface of the slide 6 and plastic deformation of the moving assembly of the electromagnetic drive of the valve (in the first case it is the rod neck). When the value of the parameter $x_{\text{slide}}$ reaches its critical number (0.1 mm) then the valve has a failure.

Obtained experimental dependencies of the change of the valve functional parameters from the number of work cycles have become the basis of the engineering methodic for the forecasting the operational changes of the valve functional parameters during lifetime. Further development of this methodic is the methodic for determining and science-based choice of parametrical work reserves of small EV. This methodic was implemented in PC «Kiev central bureau of valve designs».

Such analytical expressions for the determination of the work reserve of the valve parametrical work efficiency by its $y_i$ functional parameter for the start valve condition after its manufacturing were obtained [2]:

- when the parameter $y_i$ is limited from above $E_{k_{yr}}^x$
\[ \eta_{yi0} = 1 + \left[ u_{yi} \right]^{\gamma_{RS}} v_{yi} - \left[ y_{i0} \right]^{\gamma_{RS}} k_{yi} \beta \]

- when the parameter \( y_{i} \) is limited from below

\[ \eta_{yi0} = \frac{1}{1 - \left[ u_{yi} \right]^{\gamma_{RS}} v_{yi} - \left[ y_{i0} \right]^{\gamma_{RS}}} + k_{yi} \beta \]

where \( \left[ u_{yi} \right]^{\gamma_{RS}} \) - quantile of the normal distribution of the parameter \( y_{i} \) for the given in the RS probability of valve given work resource full wear; \( v_{yi} \) - coefficient of variation of the functional parameter \( y_{i} \) after \( n_c \) work cycles; \( k_{yi} \) - coefficient which indicates the rate of functional parameter \( y_{i} \) change from the number of the work cycles; \( \beta \) - exponent which takes into account the nature of the functional parameter \( y_{i} \) change during lifetime.

Thus, to determine the initial values of the coefficients of the parametric work reserves of the designed valve on the stage of its development it is necessary to know the following raw statistics:

- starting mathematical expectation \( m_{yi0} \) and coefficient of the variation of the considered parameter \( v_{yi0} \);
- data on the predicted values \( m_{yi0} \) and \( v_{yi0} \) at the time which corresponds to the number of work cycles \( n_c \);
- data on the nature of the valve functional parameter change with the work cycles \( m_{yi0} = f(n_c) \).

These necessary statistical data is determined by summarizing the operating experience of the analog valves and by the results of recourse tests of the designed valve prototypes.

The developed methodic allows to determine on the early stages of designing such work reserve by its output functional parameters \( \Delta y_{WR}(t_0) \) and corresponding work reserve factors \( \left[ P_{yi} \right]^{\gamma_{RS}} \) that ensure its functional parameters during the lifetime are in the range determined by the RS with the given in the RS probability.

Experimental recourse tests of the valves of this type show that there is a critical element which limits the valve lifetime. It is rod element of the moving assembly of the electromagnetic derive – the rod. It works under significant cyclic impulse loads.

Considering from a physical point of view the process of fatigue damage accumulation in EV rod elements, it can be stated that the rate of degradation processes in the elements of the moving assembly of the valve is related to the magnitude of the kinetic energy of the contacting moving parts. It is possible with sufficient certainty to
assume that some amount of the kinetic energy of the moving assembly during opening and closing is converted in the potential energy of the rod structural material deformation. The remaining part of the energy is dissipated through friction or because of specially installed damping unit. With the increase of work cycles number the quantity of those energetic conversions increases, what leads to the destruction of the elements. Thus from the energetic point of view the condition of indestructibility of the valve rod neck during work loads will be correctness of this inequality:

\[ E_k^{MA}(1 - K_{dis}) n_c < E_k^{cr} \]

where \( E_k^{MA} \) – specific kinetic energy of the valve moving assembly. In the first approximation it can be determined as \( E_k^{MA} = \frac{m V_a^2}{2} / f_{cross-section_{min}} \); \( m \) – mass of the moving assembly of the valve; \( V_a \) – average speed of moving assembly; \( f_{cross-section_{min}} \) – minimal area of cross-section of the rod element; \( K_{dis} \) – dissipation factor, which depends on kinematic layout of the valve moving assembly and existence of the damping element in its design; \( n_c \) – number of work cycles; \( E_k^{cr} \) – critical value of the specific kinetic energy that is collected in the rod material at which there is rod destruction.

The work reserve of valve rod elements by its fatigue strength by the criteria of specific kinetic energy of the valve moving assembly is determined as:

\[ \eta_E = \frac{E_{kcr}^{MA} n_c}{E_k^{MA} n_c} \]

where \( E_{kcr}^{MA} \) – is the critical value of specific kinetic energy of the valve moving assembly that corresponds to its work cycles \( n_c \) until the full destruction of the rod element, which is determined experimentally for different materials; \( E_k^{MA} \) – specific kinetic energy of the valve moving assembly just after the valve was manufactured.

Such analytical dependency for determining work reserves of the rod elements of the electromagnetic valve was obtained [3]:

\[ \eta_E \approx k_x (1,414 [u] \sqrt{\nu} E_{k0} + 1) \]

where \( k_x \) – correction factor, which considers difference of the distribution law for the \( E_k^{MA} \) and \( E_{kcr}^{MA} \) from the normal law; \( [u] \) – quintile of the normal distribution; \( \nu_{E_{k0}} \) – coefficient of variation for the parameter \( E_k^{MA} \) in the initial section of the process.
For the practical realization of the developed methodic for determining the fatigue strength reserves of the valve rod elements, the experimental dependencies of the maximal work cycles number of the rod until it’s destruction from the level of specific kinetic energy of valve moving assembly for different materials (08X18H10T, BT1-0, AK4-1) were obtained.

Main results of conducted research are implemented into the valve design process in PC «Kiev central bureau of valve design» in the form of the local standard CTY-273:2012 “Methodic for calculation the work reserve of the electromagnetic valve during its desing” and as recommendations for the design improvement for the number of EV types that are designed in Kiev central bureau of valve design.

Summary:
1. It can be considered that the main way in the ensuring the necessary levels of reliability and durability of small electromagnetic valve is the implementation of science-based methods of determining the work reserves during the design process.
2. The analytical dependencies for determining parametrical and strength work reserves of the EV and reserves of stress fatigue of valve rod elements with two-polarized electromagnetic drive were obtained. They allow to choose on the development stage the necessary valve parameters with a glance of the given in the requirement specification probability of work.
3. This engineering methodic of determining the work reserve of small EV had been implemented in PC «Kiev central bureau of valve design» as the local standard CTY-273:2012 “Methodic for calculation the work reserve of the electromagnetic valve during its desing”.
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MEASUREMENT SYSTEMS OF CHARACTERISTICS OF RADIO EMISSION ON THE BASIS OF ACOUSTOOPTIC SPECTRUM ANALYZER

Examined the spread spectrum signals to provide interference protection of radiocommunication systems. Substantiates the use of acoustooptic spectrum analyzer to find the characteristics of broadband signals.

Introduction. The problem of providing reliable communications in conditions of organized and unintended interference and multiple access to the radio network during operation can be solved by using radio communication of spread spectrum signals transmitted [1-2].

The various issues of interference protection of radiocommunication systems with spreading signals are considered in a significant number of works of domestic and foreign specialists [1-4]. Nevertheless, the problem of the effectiveness of such systems, research and development of promising measures and ways of improving their interference protection remain relevant and important from both a theoretical and practical viewpoint.

For practical applications, including systems for radio with spread spectrum signals is an important and urgent problem of synthesis and analysis efficiency of optimal and suboptimal algorithms of the multialternative detection and discrimination of signals, joint detection and estimation of signal parameters, a consistent analysis to problems of detection, search broadband signals under different a priori uncertainty about the statistical characteristics of signal, channels and interference.

Interference protection of radiocommunication systems largely depends on account of the interference environment in which such systems operate. Most appropriate and perspective solution of this problem is the use acoustooptic devices, allowing practically in realtime and with a high degree of confidence recognize and evaluate the parameters of both wideband and interfering signals.

Statement of the problem. Justify the use of acoustooptic spectrum analyzers for measuring the characteristics of radio emission systems.

Radio communication systems that use spread spectrum signals have a number of advantages [2]:
- increased noise immunity;
- the energy secretive;
- providing the possibility for code division multiple access signals;
- ability to resist the intentional interference;
- increased bandwidth;
- the ability to measure the arrival time of signals with high accuracy and high resolution.

Methods for spreading the signal may be based on any of signal parameters modulation. The main methods are widely used in modern wireless systems are:
- the method of direct modulation of the carrier pseudorandom sequence;
method of pseudorandom restructuring the operating frequency;
method of pseudo-temporal pulse modulation;
method of sharing various methods spreading.

It is known [1] that the spread spectrum signals have a number of advantages, but a synthesis of optimal and suboptimal algorithms for processing these signals in wireless communication systems leads to a multi-correlation processing, the number of channels and the complexity of which increases rapidly with the dimension of the parameters characterizing the signals used and defining structure of the processing system [1-2]. The implementation of such systems requires the provision of processing large amounts of information and are generally carried out with the help of specialized computing devices, such as acoustooptical spectrum analyzers.

Acoustooptical spectrum analyzers allow to successfully solve the problems associated with the formation and estimation of parameters and the shape of the instantaneous spectra of deterministic and random signals, parallel spectral analysis in a wide frequency range without conversion frequency in real time. Acoustooptical devices operating in real time, allow to carry out such tasks:

- correlation receiving of broadband signals;
- estimation of operating frequencies and spectral characteristics of the received signals;
- searchless the direction and frequency direction finding of sources of radiation.

Acoustooptical devices are promising for the processing of broadband signals in a retrieval system, synchronization, control parameters of interfering signals, as well as determining the coordinates of radiation sources.

Modern devices allow to implement using one of the spatial coordinate to the $10^3$ parallel channels. At this speed reaches acoustooptical devices $10^9$ operations per second, the frequency band of signals being processed is in the range of 50MHz, ..., 2GHz.

Application of acoustooptical devices for processing complex signals with large bases $10^3$ is more preferable from the viewpoint of cost, while the bands of 200 MHz or more acoustooptical processing has no competition from digital equipment.

Acoustooptical devices consist of elements such:

- sources of optical coherent radiation;
- ultrasonic light modulators;
- optical processors;
- optoelectronic systems that enable transformation recorded optical radiation into electrical signals;
- processing system output signals of photodetectors, that form parameter estimation of the spectra analyzed signals.

The principle of operation of the acoustooptical spectrum analyzer is shown in Figure. 1.

As seen from Fig. 1, the input signal mixture is applied to ultrasonic light modulator. It is based on the diffraction of light by ultrasonic waves. Character of diffraction essentially depends on the ratio between the wavelength of light $\lambda$, 
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length of the acoustic wave $\Lambda$ and the width of the acoustic beam $L$. When the condition $Q << 1$, where $Q = \frac{\lambda L}{n \Lambda^2}$ - wave acoustooptic interaction parameter, the phase grating may be regarded as flat. Diffraction occurs in this case at any angle of incidence of light on the acoustic beam $\theta_0$. The diffraction pattern a significant number of symmetrical with respect to the zero-order light intensity distribution.

$$\text{Fig. 1. Flowchart of acoustooptical spectrum analyzer}$$

Significantly different character has diffraction at $Q >> 1$. Phase grating in this case is essentially a three-dimensional. Diffraction pattern occurs only at a certain angle of incidence of light on the wave front of the acoustic wave, which satisfies condition of Bragg

$$\sin \theta = \frac{\lambda}{2\Lambda}. $$

The Bragg diffraction occurs at high frequencies at large length of interaction of light with the acoustic wave and contains only one side of the diffraction peak. The advantages of the Bragg mode is a high diffraction efficiency and wider bandwidth.

To further analyze the processing of signals in the acoustooptical devices find transmittance or coefficient transparency of ultrasonic light modulator

$$T(x, y, t) = P_{ab}(x) P_H(y) \exp[-j \omega (t - x/V)],$$

where $\psi$ - phase modulation index; $P_{ab}$ - defines the area of the aperture of ultrasonic light modulator along the x-axis, occupied by a signal at time $t$; $P_H(y)$ - spatial aperture function which characterizes the width of the channel on the y-axis, $V$ - acoustic wave extension velocity along the x-axis.

Registration of optical signals for further processing are carried out of optoelectronic system that includes a linear array of photodetectors. Photodetectors operate on the principle of charge-coupled devices and output signals are defined as
\[ p_1(t) = k_{up} \int_{t_H}^{t} G(t')dt' , \]

where \( k_{up} \) - slope conversion of photodetectors, \( G(t) \) - expression describing the electric signals.

The totality of output signal of working channels \( \{p_1\} \) is input to solver. The structure and characteristics of the evaluation of generated signals depends on the operation mode of the acoustooptical spectrum analyzer.

Acoustooptical spectrum analyzer can act as a panoramic receiver when spectra used as the set of all radio signals in the analyzed frequency band. With this work the spectrum analyzer first decision of the presence of signals in the i-th channel by comparing the of signals \( \{p_i\} \) with the threshold \( \gamma_{nop} \):

\[ \xi_i = \begin{cases} 1, & p_i(t) > \gamma_{nop} \\ 0, & p_i(t) < \gamma_{nop} \end{cases} \]

And then assesses frequency of signals \( \xi_i \)

\[ f_c = \frac{L_f}{n} \sum_{i=1}^{n} \xi_i , \]

where \( L_f \) - a priori frequency interval.

Acoustooptical spectrum analyzer also can operate in the spectral analysis. In this case, using the of output signals of the amplitude quantization of working channels formed shape estimation of the amplitude of the signal.

In broadband radio frequent situations in receiving of broadband signals according to different kinds of interference, but to optimize the reception of signals against such interference, you should know at least the width of the frequency spectrum and interference.

Conclusions. The report presents a system of measuring the characteristics of radio emissions using acoustooptical spectrum analyzers. The advantages of using spread spectrum signals for radio systems. The application of the acoustooptical devices for performance evaluation of such signals. Shows the block diagram of acoustooptical spectrum analyzers. Shows the characteristics of signals that can be evaluated by various modes of spectrum analyzers.
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USING NDT METHODS FOR MAINTENANCE DIAGNOSING

Introduction. Using NDT methods for maintenance of aircraft is connected with traceable parts and designs, which is achieved in different ways.

1. Primarily the materials of construction are selected. For example, the use of ultrasonic methods for choosing homogeneous materials with fine-grained structure, which dissipates the lowest ultrasonic waves at a frequency of oscillation of 1.8 ... 5.0 MHz. Magnetic particle testing is the most suitable materials with homogeneous ferromagnetic properties. To the best of eddy current testing are non-ferromagnetic materials with a uniform conductivity, for penetrant testing selected materials that are insoluble in organic solvents.

2. Selected materials and thickness of coatings (electroplating, chemical, paint) so that it was possible to perform eddy current, magnetic or ultrasonic inspection the base of the parts without removing the coating. For example, the thickness of the LPC for eddy current testing shall be not more than 0.5 mm. For capillary control parts must not be covered with plastic metals (cadmium, copper, silver, etc.), which have an elongation under load of greater elongation of the base material.

3. Selecting the shape and the control zone is dependent on the scheduled test method and vice versa - the control method is selected depending on the shape and the control zone. For example, the presence of narrow ribs and grooves, fillets small radius complicates control technology ultrasonic, eddy current and magnetic particle methods.

4. Take account of surface treatment method details when choosing a method of control - treatment should not interfere with the monitoring and detection of corrosion-fatigue cracks. Thus, the parts under the control during maintenance capillary method, in the final stages of production should not be subject shot-jetting or turning speed and surface heat treatment. Thus if there are occurrence of cracks with a small opening, which are not detected by capillary methods in such cases the methods of capillary as well as ultrasonic, eddy current, or others are not used.

5. Regulated roughness surface in the control zone. For most of the methods of control surface roughness should not be greater than Rz = 40. For structures that control the ultrasonic method there is also the roughness limit of the inner (bottom) surface: as a rule, it should be no greater than Rz = 80. For this method, you must also qualitatively processed pads for placement of ultrasonic transducers.

6. Provide accessibility to detail and nodes that are checked in the design OK by using hatches, windows review, removable panels and the like.

7. Assigned level of defect sizes to be detected and depending on the chosen method of control if there are no other restrictions. For example, to detect fatigue cracks surface-opening equals at least 1 micron surface roughness not greater than Rz = 12.5 mm capillary most suitable regulated by the control method.

When choosing an NDT method should take into account the influence of
defects on the mechanical (operational) properties of controlled items.

**Discussion of results. Defining the scope and frequency of diagnosis**

Volume and control technology depends largely on the methods of exploitation AT - for resource status and combined.

If the operation is carried out by the state where are planning periodic control and validation work, which resulted in the decision on further operation. When combined method of operation of the items in the object is operated by the technical condition, the remainder - to the resource. Only 60 to 75% of the units and systems of modern aircraft fail to translate into operation of the state (the experience of the airlines "Pan American", "Air Canada" and others). Therefore, a combined method of operation is essential.

Switching to the technical condition and operation of combined method assists to increase the level of reliability through the introduction of sun most careful control of a much larger number of parts OT in operation and maintenance. Greater attention is given to the definition of the state of the material used in the methods of inspection.

Procedure for maintenance and control depends on the type of the aircraft and may be different. However, the maintenance programs of different objects distinguish some general principles for the use of funds flaw. Consider the major ones. Frequent testing is supposed to execute visually. Check more frequently performed using tools of control. Most often are highly stressed and critical parts and components. At high operating time with the appearance of fatigue cracks and corrosion is expected to increase the number of parts that are controlled, diligence and frequency of inspection means inspection, the use of complex control.

Example - organization NDT aircraft type B - 707. At the initial stage of operation the airframe part undergoes of an intense verification inspection methods after 3000 hours. Through 12,500 hours (5 years of operation) all highly stressed elements are controlled assessing the state of the material properties. Next control is performs after 6500 hours (3 years after the first thorough control at a total operating time of 19,000 hours). After 25,000 hours of use aircraft (10 years of operation) performed a full inspection of materials, all critical elements to conduct control flaw detection methods were performed. With increasing developments and the emergence of fatigue cracks and corrosion test intervals are decreasing. Parts and components of structures with identical control charts are conventionally combined in groups.

To implement these principles for determining the frequency of monitoring is necessary to know the probability of occurrence of defects in critical detail in the different time periods of operation of the aircraft and the speed of development defects. Thus, if a defect is found in a large number of copies with significant operating time, it is necessary to significantly change the timing and frequency control.

Objectivity diagnosis is achieved by the presence of metrological provision NC.

Work on monitoring and diagnosis is the part of tasks and functions laboratories of NC businesses. Information gathered by the laboratory is used for generating proposals for the further operation. This information is also used for the correction of the maintenance and repair systems. Most objective correction of the system
is provided with a detailed analysis of statistical information.

**Expert and technological systems of diagnosing**

Technical diagnostics based on methods of inspection is a reliable indicator of quality. Getting data about the characteristics, material properties and characteristics associated with OT a lot of information. In a practice world, are distinguished the expert systems are distinguished for maintenance which minimizes the volume of information and the probability of correct decisions increases.

Consider trends and prospects evaluate the technical condition of aircraft structures in the process of maintenance, repair and operation. Development of such systems are divided into five main areas.

The creation of non-destructive testing of elements, components, assemblies, aircraft systems;

The second - development of physical NDT methods of stress-strain state of diagnosis objects;

The third - the creation of methods of diagnosing test aircraft design based on NDT methods.

The fourth - building monitoring systems based on development of methods and tools for specific products;

The fifth – substantiation of the evaluation principles for certification of NDT AT.

Let us consider each of these areas.

1. Justified methodology for the selection of the aircraft parts and assemblies adjusted to NDT methods parts and assemblies of the aircraft. The technique is based on identifying the critical crack size and definition of the shape parameter of the defect, which lay in the control samples, and processing signals from sensors primary information of NDT.

Given that in the testing of aircraft typically use manual control, a method and apparatus that provide documentation of the origin and size of defects and computer processing of the results.

2. Taking into account and study the factors affecting the stress-strain state and fatigue, as well as develop effective methods and means to identify them. Structural heterogeneity Effects on the stress concentration, strength, corrosion resistance, plasticity, impermeability, wear, etc. Defects in welds play a role cuts weaken section creates stress concentration and volume stress. Found that when vibration loads, even small defects have a significant influence on the fatigue strength of the material. Defect is the more dangerous, less than the radius of curvature of its vertices and more than its size. The ductility of the material is sufficient to stop the growth of stresses in the areas of their concentration up until the average voltage in the weakened section does not reach the limit point. Studies have shown that the increased brittleness of steel may be due to the aging process in tension at the temperature of 100 ... 500°C. Hardening and aging caused by it greatly increases the brittleness of steel and shifts the threshold of the nominal strength to positive temperatures. Additional causes damage at operating voltages are residual stresses arising during welding and assembly due to the uneven distribution of temperature and force action on the metal expands when heated by the surrounding cooler metal. At a certain combination of non-uniform temperature distribution and the stiffness of the...
object developing mechanical stress reaches the yield stress of the material that is accompanied by plastic deformation. Residual stresses also affect the tendency of the material and welds to brittle fracture. However, a compressive stress is a barrier to crack moving. Nature of the stress distribution is possible to establish the following methods: optical polarization, brittle coatings, magneto-elastic, eddy current methods. For this purpose, a range of the stress-strain indicators and instruments are applied. Physical and mechanical properties of the surface of the steel product austenitic and austenitic-ferritic grades are determined using eddy current devices operating at high frequencies of 100 ... 400 MHz.

Centers define the principles of quality assessment, develop programs and certification procedures and regulations, accreditation NDT divisions and technical diagnostics. Principles of NDT valuation and technical diagnostics are in check: normative and technical documentation on all types (methods) that are used in the enterprise; organizational structure control services; degree of participation of designers and engineers in the selection and appointment of monitoring and diagnosing; applied technologies and their changes, skills and responsibilities of radiographers; metrological provision of control; availability of documentation in the workplace; acceptance criteria (rejection) clearance testing results; state jobs and control plots.

Conclusion. Considered approaches implemented in aviation rules and successfully applied during the certification work in enterprises for producing, operating, servicing and repairing aircraft.
PROCEDURE OF STATISTICAL DATA PROCESSING IN NON-DESTRUCTIVE TESTING

This article describes the method of result processing of non-destructive impedance control of composite products aviation destination, based on the identification of defects in products informative control parameters in cases where the law of distribution of the source data is different from normal. The results of experimental studies of the developed technique are imposed.

Composite materials are widely used in aircraft, as opposed to metal, they are formed from raw materials simultaneously with the formation of the materials themselves. Due to the complexity of the technology and the significant physical and mechanical differences between the individual components, such design elements are characterized by a wide range of possible defects.

In modern aircraft one of the most common methods of control of products from composite materials is the acoustic impedance method. It is based on an assessment of the differences in the values of the mechanical impedance of defective and defect-free controlled zones multilayer structures which defined on a substrate by means of excitation in it bending vibrations of low frequencies [1]. Today in aircraft industry surge impedance method takes a share of 90% in the control of cellular structures and items are made of laminated plastics.

In conducting the impulse impedance control resolution about damaged area in a controlled area taken in case of exceeding the limit values for one or more of informative parameters [1], which, in turn, set after setting stethoscope on standard samples coated with model defects. Standard samples made from materials similar to those used in controlled products, they have the same thickness and surface roughness.

During the initial control information signal of primary transducer that is exponentially damped radio pulse by means of an analog-to-digital converter is converted into a sequence of discrete samples $S_k$. Discrete implementation of an information signal may be exposed to noise with multiplicative $m_k$ and additive $n_k$ components. Thus, the conversion result can be written as:

$$x_k = m_k S_k + n_k$$

At the same time, the signal samples are composed of both deterministic $S_{0k}$ and random $\Delta S_k$ components each of which carries information on the physical and mechanical characteristics of the controlled area.

The random component of the signal $\Delta S_k$ can be caused by many factors.
First, it is affected by uncontrollable variations of physical and mechanical characteristics of the scanned area of some average values. Composite materials are characterized by considerable heterogeneity of structures that may depend on both the components of the material and the design of the product. For example, in the control of cellular panel possible periodic change of rigidity: it may take the maximum value in the areas corresponding to the walls cellular panel and minimal in its middle. Also important in the control so-called friction noise.

Although friction noises have a wide spectrum, depending on the characteristics of the transducer and surface roughness controlled product, its influence on the results can be reduced as design methods - change the radius of curvature of the contact surface of the transducer, and the stage of processing - through the use of digital or analog filters to suppress the relevant sections of the spectrum of the signal transducer.

The influence of random components in an informative parameter when the final rule is based solely on the comparison of some threshold can lead to situations when the control region is mistaken for defective, or vice versa, the defect will be skipped.

In the case when the informative parameter the changes which the decision on the defect affects a random variable, the decision of the defect can be made on the basis of statistical criteria that include information about the laws of distribution of samples of evaluation information parameters obtained from a priori defective and defect-free areas of the product and the allowable values of errors of the first and second kind. Such statistical criteria include methods like Neyman-Pearson method, method of maximum likelihood, Minimax method, etc [2]. The most common information parameters that were obtained by converting the Hilbert: amplitude, phase and cumulative frequency of signal. But the main problem in the application of statistical criteria for decision-making is the assumption that the law of distribution of informative parameters are known and described analytically. Usually it is assumed that the input data have a normal distribution, but this is not always confirmed by experimental evaluation. The above situation is primarily associated with a high degree of heterogeneity of the structure of the composite, if the control object is a panel with cellular filler: the cellular edge has relatively greater rigidity than its center, and the use of the placeholder foam can unpredictable occurrence of areas of unequal density. At the same time, the performance difference between the laws of distribution of informative parameters can be used as an indicator on which diagnostic decision taken during the non-destructive testing [3,4].

Since the shape of the distribution is unknown then the question of its approximation.

Therefore, the paper proposes a method of processing information parameters derived from defect and without defect areas. Figure 1 illustrates a block diagram of a technique.
The technique of choice involves the following steps:

1) The operator must conduct alternate scanning defective and defect-free zones standard sample, followed by the formation of libraries of signals according to the type of area.

2) Based on the received signals form a sample of informative parameters: maximum amplitude, instantaneous frequency and cumulative phase.

3) Since the shape of the distribution is unknown, it should first validate the sample for normality. This check can be done according to criteria such as composite or criterion Frotsyni.

4) If the hypothesis of compliance is confirmed, you can use the standard formula for the normal law, or in another case, go to the procedure for approximating.

5) Completing Initial Setup.

It investigates the approximation of the laws of distribution using Gram-Charlier’s curves. But using the Gramm-Charlier’s approximation can be used only in cases where the law of data distribution is close to Gaussian. In the approximation of the laws of distribution with large values of the third and fourth orders can lead to negative values of approximation. To estimate the thresholds applying Gramm-Charlier series was performed numerical simulations.
Let the boundary change factor of asymmetry $Sk$ will be limited by intervals $[-2;2]$ and kurtosis $Ex [-4;4]$. Simulation algorithm has the following form. To the expression of a series of Gram-Charlier which consists of three members cyclically substituted value $Sk$ and $Ex$ with increments of 0.2. Standard deviation $\sigma$ of formula for normal distribution $f(x)$ was set equal to 1. Simulation results are shown in Figure 2.

Dark areas with the sign "-" marked the area where the curve $f_A(x)$ starts giving negative values. Light area with the sign "+" - marked the area where the curve $f_A(x)$ starts giving extremely positive values. As seen from the figure, the efficiency of both curves depends on the values of kurtosis and asymmetry.

More universal approximation are using Pearson curves, since they do not have such restrictions. These curves allow for the approximation of the laws of distribution to larger values of the coefficient of asymmetry and kurtosis, such as uniform, bimodal laws.

For the classification of the empirical distribution to any particular division of Pearson, it’s to calculate the parameter $\chi$:

$$
\chi = \frac{\beta_3(\beta_2 + 3)^2}{4(2\beta_2^2 - 3\beta_2 - 6)(4\beta_2^2 - 3\beta_2)}
$$

Fig. 2 Representation of positive (light area) and negative (dark area) areas of the function $f_A(x)$ based on the kurtosis and asymmetry coefficients.
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where \( \beta_1 = \frac{\mu_2^2}{\mu_2^2}, \beta_2 = \frac{\mu_4}{\mu_2^2}, \) and \( \mu_2, \mu_3, \mu_4 \) - the second, third and fourth moments correspondingly.

### Table 1

<table>
<thead>
<tr>
<th>Type</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>I type</td>
<td>( \chi &lt; 0 )</td>
</tr>
<tr>
<td>II type</td>
<td>( \chi = 0 ) ( 1.8 \leq \beta_2 &lt; 3 )</td>
</tr>
<tr>
<td>III type</td>
<td>( \chi = \pm \infty )</td>
</tr>
<tr>
<td>IV type</td>
<td>( 0 &lt; \chi &lt; 1 )</td>
</tr>
<tr>
<td>V type</td>
<td>( \chi = 1 )</td>
</tr>
<tr>
<td>VI type</td>
<td>( \chi &gt; 0 )</td>
</tr>
<tr>
<td>VII type</td>
<td>( \chi = 0 ) ( 3 &lt; \beta_2 &lt; \infty )</td>
</tr>
<tr>
<td>N type (Gauss, the normal distribution)</td>
<td>( \chi = 0 ) ( \beta_2 = 3 )</td>
</tr>
</tbody>
</table>

### Conclusion

The technique of data processing proposed in non-destructive testing of composite materials. The method and corresponding software approximation of the laws of distribution of informational signs other than Gaussian, which allowed more correctly calculate the threshold and increase the accuracy of the errors of the first and second kind.
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METHOD OF MEASUREMENT THE HUMAN OPERATOR PROFESSIONAL FITNESS TO THE EXTREME ACTIVITY

New method of the assessing suitability of the human operator extreme activities is proposed. It is based on a three-component statistical criterion. In evaluating the suitability of an operator the stability of a generalized estimate of ratio of energy of the biological signal can be used. As a "benchmark" standards the indicators of the psycho-physiological state of a group of operators having a positive long experience are accepted. If number of samples obtained in the experimental study is limited, then to improve the reliability the robust procedure of estimation is proposed to use.

Introduction. Effectiveness of the human operator activities primarily depends on its suitability to carry out responsibilities for particular type of work. Activity, associated with the permanent change of physical and psychological pressures and with needs to take the adequate operational decision, is called as the extreme activity. Successful implementation of operators to such type activity depends primarily on the psycho-physiological state of operator [1]. For the extreme activity of operators their mental state and reaction on the transition from the "quiet" state to "excited" state is important. Research should be carried out in these both (calm and excited) states. As the initial information the EEG measurements are provided, which give $\alpha$- rhythms of the brain. With this information, you can only judge a qualitative change in the psycho-physiological condition of the operator. The ability of the operator to mobilize his resources should be numerically characterized [2].

Basic material. As an integral assessment of the psycho-physiological state of operator, which characterizes his professional competence, the area under the curve of the spectral density of $\alpha$- rhythm as an estimate of the "total energy" of operator is proposed to use. Under the operator total energy we mean an opportunity to mobilize its energy resources in emergency situations [3]. To quantify the operator total energy the relative measure – the coefficient of energy sustainability $\theta$ is introduced. It is the ratio of the total energy ($TE$) of $\alpha$-rhythms in a quiet ($TE_{calm}$) and excited ($TE_{excit}$) states of the operator:

$$\theta = \frac{TE_{calm}}{TE_{excit}}$$

When $\theta = 1$, then in an emergency situation the energy $TE$ of operator doesn’t change, and he won’t be able to react on stress factors.

The professional selection procedure can be regarded as a kind of test, in which the properties of the operator may be evaluated qualitatively and as well determine (measure) quantitatively. It is not at variance with conceptual foundations of psychological measurements [4].

These properties can be measured by specialized system of technical equipment. Calibration by traceability to standard units of measured physical variables are
not required. It is enough to "bind" the measurement result to a reference value. There is a new approach to definition the reference value for such measurements, proposed in VIM-3, as a process of experimentally obtaining one or more quantity values that can reasonably be attributed to a given value [5].

For the formation of such reference value a group of operators was involved. They are members of winter expedition to the Antarctic station "Akademik Vernadsky"), having a positive (long and successful) experience in extreme conditions. The operators of this tested group have different qualifications. Individual biorhythms of operators vary throughout the day time as well depend on changes of atmospheric and climatic parameters. Consequently, the set of operators is a physical model of professional competence of operators of this type activity.

Changes to individual properties of the operators appear as variation (dispersion) of the coefficient energy sustainability in relation to its reference value, defined in the study of the group of operators:

$$\bar{\theta} = \frac{1}{N_2} \sum_{i=1}^{N_3} \bar{\theta}_i$$

where \(\bar{\theta}_i = \frac{1}{N_2} \sum_{j=1}^{N_3} \bar{\theta}_j\) – the average value of energy sustainability of the \(i\)-th operator, \(N_2\) – number of days of the experiment; \(N_3\) – number of operators.

Mean value \(\bar{\theta}\) takes into account the effect of the variability of the \(i\)-th operator biorhythms and their sensitivity to fluctuations of atmospheric and climatic conditions.

Thus, the variation \(\sigma^2_\theta\) of coefficients of individual personal energy sustainability \(\theta_i\) from a reference value \(\bar{\theta}\), corresponding to the energy stability of the hypothetical ideal operator of the particular type activity, characterize the possible scattering. Within the range of this scattering the individual stability coefficients of operators are distributed. This coefficients confirmed suitability of operators for this kind of activity. This dispersion will be called as dispersion reproducibility \(\sigma^2_R\) of the operator professional level.

In general \(\sigma^2_R\) depends on three components:

- \(\sigma^2_{\theta_p}\) – variation of a scattering of integral properties of operators of the study group, which reflects their personality,
- \(\sigma^2_{\theta_d}\) – variation of scattering properties of the operators due to individual sensitivity to changes in operating conditions within specified limits,
- \(\sigma^2_{\theta_c}\) – cyclical impact of variability of biorhythms during the day.

To find these variations the experiment was carried out. It allows to allocate the appropriate component. As a result of the experiment, the variation of the operator energy sustainability coefficients \(\theta_i\) with respect to the reference value \(\bar{\theta}\) is determined. It reflects the reproducibility of the suitability of the operators.
Components of this variation can be used as admissible standard (norm) in the professional selection of operators for extreme activities.

Decision of professional competence is based on the statistical analysis of results of a number of study of psycho-physiological properties of the operator – applicant and comparison of their results with norms established in the experiment. Variation \( \text{var}(\theta) \) of population of the considered component is evaluated on the basis of the variation \( s^2(\varnothing) \) of the sample of limited number of observations.

\[
\hat{\sigma}_{\theta}^2 = \text{Var}(\bar{\theta}) = \frac{\sum_{i=1}^{N} (\bar{\theta}_i - \bar{\theta})^2}{(N_i - 1)}.
\]

In the experiment, usually is not possible to provide enough large number of observations for each statistical sample. In this case, the distribution will be characterized by asymmetry coefficient (central moment of the third order), which may lead to a false decision of a existence of outliers. In accordance with the classical approach, that pseudo-outlier should be excluded from the available data as further processing will lead to a reduction in the statistical reliability of the results. Therefore, to improve the accuracy of results and their reliability a robust procedure for assessing the results is proposed for use [5]. Such procedure is resistant to outliers and takes into account all available, even the "bad" data. Wherein the median absolute deviation criterion (MAD) is used

\[
MAD = \text{med}\left\{\left|x_i - M_x\right|\right\},
\]

where \( M_x = \text{med}\{x_i\} \) – the median of the elements in the sample \( x_i \), \( n \) – number of elements in the sample.

For more accurate estimation of the standard deviation \( s \), the correction factor \( k(n) \), depending on the sample size \( n \), is used. The values of \( k(n) \) are given in [7]. Then

\[
s = k(n)MAD.
\]

Estimated value of standard deviation \( s \) takes into account all elements of a sample of small volume, which takes place during the selection process of candidate operators.

If the variance of ratio energy sustainability of the tested operator is estimated, then may be find the estimation of the statistical difference of variance \( s^2(\varnothing) \), obtained for process of testing the operator-applicant, and the scattering rate obtained from joint physical modeling experiment. A statistical procedure for testing hypotheses from \( \chi^2 \) chi-square [8] is used. Calculated is value

\[
\frac{s^2(\varnothing_{ck}) \cdot \nu_{ck}}{\sigma^2_{ck}} = \chi^2_{ck},
\]

where \( \nu_{ck} = N_yN_z(N_i - 1) \) – is the number of degrees of freedom.

The resulting value \( \chi^2_{ck} \) – is compared with the tabulated value of this statistic. By comparison the decision about the suitability of the prospective operator to extreme activity is being made.
Conclusion. Thus, the statistical model estimating the suitability of operators is proposed. It is based on establishing the reproducibility level of professional operators. This assessment allows to define some of the boundaries within which variation of the professional suitability is allowed. The two-step procedure is proposed. Objective statistical estimation for the integral indicator with a given statistical reliability to produce a decision on suitability of the operator as extreme and other activities is allowed.
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APPLICATION OF ARTIFICIAL NEURAL NETWORKS FOR PROGNOSIS IN MEDICINE

There are two large groups of sources of uncertainty at various stages of construction of neural networks. These groups are discussed in the article and recommendations for their reduction have been proposed.

Introduction. The process of diagnostics and prognostication of the state of cardiovascular system is very complicated, and includes a lot of various factors and big amount of uncertainty factors: raw data, environmental variables, process dynamics of the human body. That is why it is impossible to predict uniquely in medical-biological field. The wide usage of artificial neural networks (ANN) in medicine is required to solve the difficult scientific problems. The possibilities of ANN enable to work on a big data level and to take into consideration the majority of the influence factors and resolve the problem promptly.

Basic materia. Microinfarction appearance and the time of it’s origin were predicted using artificial neural networks. The sources of uncertainty factors have been detected by the analysis of 128 ANN. This diagram represents the sources of uncertainty.

There are two groups of uncertainty while we are building ANN for it’s prognosis. At the top of the chart there are the sources of uncertainty due to input data. The rates of biological entity are characterized by unstable features which can vary by the influence of external and internal causes (stress influence, social environment, environmental cataclysms, magnetic oscillations etc). That’s why the biological object’s data are the source of uncertainty.

The research data also include a big amount of uncertainty factors. All these factors are represented in literature [1].

For the body state prognosis we used clinical evidence of cardiovascular system. For the 2 year period the physical examination data of 110 patients of cardiological unit have been analysed. These data included blood examination (Activated Partial thromboplastin time, Prothrombin index, Thrombin time, International normalized ratio, soluble fibrin monomer complex, Antithrombin, Fibrinogen, D-dimer, cholesterol, reactive protein, lipoproteins and others), 1870 characteristics in all. The metrics included the time from the beginning of the examination till the microinfarction formation \( t \) and the presence or absence of the microinfarction \( k \). The test sample included diagnostic data of ten patients. The recommendations for the quantity of the raw data: after the realization of experiments it has been established, that it is necessary more than 100 raw data for the uncertainty reduction while building ANN.
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The bottom of diagram represents the sources of uncertainty by building and analysis of raw data ANN. These sources can be divided into 4 groups: incorrect neural network planning, quality assessment of ANN, network training process and activation function.

While neural network planning in the first place it is necessary to decide an issue of ball quantity and neuron quantity in each ball.

The recommendations for uncertainty reduction while planning and selection the quantity of hidden balls. For the determination the level of general capacity of the network it is necessary to test the network occasionally by use of independent data set and stop testing if testing error grows up. But the time of training and required data quantity rises. The number of hidden balls of neural network can be corrected and some experiments may be needed to determine the optimal choice.

Estimation criteria of network operation. Estimation criteria should be divided into internal and external. Internal criteria are formed on the basis of data set information whereas external criteria use new information of tested data set, which elements were not used in training. The optimal complication of the network model is formed on the basis of internal and external criteria.

The recommendation for uncertainty reduction using regularity criteria consists in selection of network model which is at most exact in tested data set elements, which were not included in training data set.

The recommendation for uncertainty reduction using minimal bias criteria require exact coincidence of reference quantity value for two models in which data of various data set of training network were used. Minimal bias criteria enables to choose the model which respond weakly for the changing of training data set and also enables to decide an issue of law restore for the noisy tested data.

The recommendation for uncertainty reduction using bias in the period of time criteria- enables to estimate the correlation level of variable. The certain signs can have various aftereffects, so separate prognostication ensures the best result.

The recommendation for uncertainty reduction using physical reliability criteria requires excluding of models which can provoke unreal results.

The network training

As a rule after neural network training the reference imaging of data is performed. If imaging accuracy is tolerable and errors are in valid limits it is considered that tolerable model is built and good quality of imaging should be expected. [2].

Causes of uncertainty increasing of data set can be provoked:
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imperfect data with high randomness. In this case requirements for the observation accuracy should be raised; in cases of time series the pitch of discretization can be required;
- negligible factors which determine the regularity. This problem can be solved by broadening of factors set;
After gaining the expected value absolute and relational errors can be received for the each pitch of prognostication. After receiving tolerable results of prognostification it can be considered that network has optimal complexity and is ready for data imaging.

The general scheme of uncertainty reduction while training the network:
1. The present example (first) and its input parameters are taken from the training selection. Then they are directed to the input synapses of the network. As a rule each input parameter is directed to one input synapse.
2. The neural network performs required number of operation cycles and input parameters vector transmittes to the neural association.
3. The signals of output neurons are measured.
4. Interpretation of received signals is performed and value has been estimated. It defines the difference between the network answer and required answer. The value is calculated with use of estimator. The less the value the better the recognized example and the nearer network answer. The value zero means that required goal is achieved. It should be noted that untrained neural network can produce correct answer only accidentally.
5. If value is zero nothing happens. On the basis of value correcting coefficients for the each matrix weight are calculated and than synaptic weight is adjusted (reverse functioning). The training means correction of synaptic weight.
6. Trancision to next example is occured, and the operations recur. Passing all examples is the cycle of training.

Each example has its own value during passing the cycle. Composite score of example set is calculated. If after passing some cycles the composite score is zero the training is finished [2].

The recomendations for uncertainty reduction using number of hidden elements. During the selection of hidden elements number the number of hidden elements \( h \) shouldn’t be more than doubled number of input elements: \( h \leq 2i + 1 \), in addition it is necessary to select the lesser number of hidden elements. In addition the number of training data should be in \( \frac{1}{e} \) times more than the number of network weight quantity. [3].

If data dimension can be reduced the lesser number of hidden units should be used.

When training using structureless input it is required that number of hidden units was larger than the entries. The number of hidden elements which are needed for the classification problem solving, should rise with rising the number of classes in which the space of entries is divided[4].

The activation functions of the element(neuron) summarize the balanced entries from all adjunct elements. This range is selected \((0; -1)\), or \((-1; +1)\). Large values
always shrink to add the reduced contribution. That is why the activation functions should be nonlinear [5].

The recommendations for uncertainty reduction: for the gaining qualitative results, the training, the control and the tested data set should be representative, in addition this data set should be representative separately. If trained data are not representative this model will be not so good or unsuitable [6].

The error which is found at the expense of error, causes uncertainty while neural network planning uses for prognostication accuracy evaluation $E_{bp}$ and uncertainty reduction:

$$E_{bp} = \frac{1}{n_{bp}} \sum_{i} |y_i|,$$

(1)

the lower the value $E_{bp}$ - the better prognosis. On the ground of experiment series the network GRNN 17:17-6-3-2:2 (figure 2), is optimal. This neural network shows the best result among 186 built neural networks. While it’s building we used the rule of training with a teacher, sigma activation function, two hidden balls and 9 neurons.

The following architecture of neural networks is used:
1. Radially-basic network
2. Linear network
3. Multilayer perceptron
4. Neural network of general regression

Minimal error was showed in network, witch belongs to neural networks of general regression and has 17 input neurons, 6 and 3 neurons in hidden balls. This network while training on tested set data has error 0,045, while check on tested data set - 0,001.
Conclusion At the article the results of ANN building have been analysed. The sources of uncertainty factors occurrence have been discovered. Approaches to the reduction of uncertainty with the recommendations have been proposed. The formula for forecast precision have been proposed. As an example the effective architectures of ANN have been built and estimated. These architectures are: multilayer perceptron, probability neural network, BPE network and its modifications. The network which could build prognostication with the minimal error of tested set belong to networks of general regression, the network which uses nuclear approximation for the regression building. This neural network can be used in cardiology for cardiac microinfarction prognostication.
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HARDWARE AND SOFTWARE SYSTEM OF EVALUATION CRITERIA
OF THE ADDITIONAL INFORMATION CNS

In the present paper discusses the application of existing approaches to evaluating additional information criterion function CNS of specialists extreme activities by creating hardware-software system, combining functional modules cephalography system, encephalography and heart rate variability.

Professional medical screening of specialists extreme activities (pilots, athletes) is essential for the prevention of possible diseases because the person can influence many extreme factors requires strong adaptive ability of functional systems. For example, despite the multi-level system of medical and biological selection of specialists extreme activities, supervision of physicians showed an increase in the incidence of headache, signs of sleepiness, discomfort from the heart, dizziness, a growing number of people with general weakness, signs of the emergence of depressive states and so on.

As part of the diversity of prepathological symptoms of specialists extreme activities predominate disorders of the central mechanisms of regulation. However, such a shift register using biomedical technologies and assess their degree is extremely difficult. Whereas, among the variety of existing hardware and software is difficult to single out a specific assessment that would be the level of its verbose met all the requirements imposed by this kind of research. Therefore, the problem of establishing additional criteria for the evaluation of functional reserves of central regulatory mechanisms through the creation of new biomedical technologies and in-depth analysis of the results is in order.

This work is a continuation of previous developments have shown the possibility of obtaining additional diagnostic information about the functional state of the central mechanisms regulating professionals adventure activities by switching to a modified examination techniques and special treatment outcomes cephalography system. [1,2]

The vertical position of the human body is supported by a complex reflex activity of the unconscious system analysis information by the central nervous system that has certain performance relationship reflex functions of biological rhythms brain function of the autonomic nervous system, other indicators of psychophysiological state. Therefore, a special system of biomedical of the CNS of specialists extreme activities to attract technology-based simultaneous information collection multilevel neural regulation and program-mathematical processing of data will enhance the level of inspection and collection of biomedical information.

Objective was to deepen biomedical research additional information criterion function CNS of specialists extreme activities by creating hardware-software
system, combining functional modules cephalography system, encephalography and heart rate variability.

To identify additional criteria evaluation functions of central regulatory mechanisms in humans examined 24 men (aged 25-45 years), which consists of four stages. The first stage of the survey process includes determining psychological indicators. Mental testing defined followed by the allocation of specialist extreme activity to one of sixteen personality classification categories taking into account the anthropometric parameters (age, sex, height, weight). [3]

Each classification category is characterized by a set of qualitative and quantitative parameters, which makes it easy to track any - changes during the next stages of the evaluation function of the central mechanisms of regulation. The second phase of the study - evaluating the electrical activity of the brain using electroencephalography with additional visual and audio stimuli. Third stage - evaluation of autonomic regulation by heart rate variability. The last stage involves research activities resulting figures denote the reflections that appear as vibrational dynamics of movement in the vertical position of the body by cephalography system.

The technique of constructing and operating the project biomedical hardware and software system for non-invasive in-depth study of the functional state of the CNS. The main attention is paid to the creation of a new modified method of studying human cognition reflexes by applying integrated video recording performance resulting work statokinetic functions - cephalography system. The use of optical tools for the construction cephalography system picture needs to be taken into consideration the following technical steps:

- Building a scene in external coordinates using the transformation model coordinates;
- The transition from external coordinates to the coordinates of observation;
- Coordinate Transformation observations in normalized coordinates;
- Display of normalized coordinates in the coordinates of the device. [4-9]

Completed pilot comprehensive survey specialists extreme activities. An array of biomedical information on the characteristics of changes of physiological parameters, biological rhythms brain, autonomic regulation and cephalography system of specialist extreme activity under the influence of extreme conditions.

In analyzing the results of the study subjects, except for classical and electroencephalography and heart rate variability, proved the most informative of the maximum amplitude deviation statokinetic functions chart and index cephalography system \( P_{\text{teg}} \), calculated according to the parameters of frequency amplitude deviations from the standards in the areas of conventional mapping cephalography system picture.

Such indicators to assess the function of the central regulation of cognition stability. Except as provided in prior studies, they have a close correlation with changes in certain physiological parameters, they can be used as an additional performance characteristics of emotional state.

Research specialist extreme activity showed the presence of significant differences in outcomes research cephalography system after prolonged exposure to stressors compared to the original data.
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Growth cephalography system amplitude characteristics were found in separate survey and these changes always have the appropriate parallel with changes in the autonomic system regulation and physiological functions, objectify definition hidden features of individual dysfunction in the central mechanisms of regulation.

Conclusions

Thus, the results of research are obvious practical value in terms of additional objective assessment of physiological functions and dysfunctions occult central regulatory mechanisms that dictate the need for further research in this direction. In the future, opens the possibility of introducing advanced technology control the functional state of the central nervous system of specialist extreme activity during the immediate implementation of the production function.
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HARDWARE-SOFTWARE SYSTEM FOR EVALUATION OPERATOR’S PSYCHOPHYSIOLOGICAL STATE

The software and hardware complex, i.e. an automated expert system, allows a physician to classify operators according to their category of temperament and rigidity; to realize the analysis of received quantitative parameters of the electroencephalogram; to diagnose operator’s psychophysiological state of cerebral cortex.

In today’s world, there is a need of high-quality and fast evaluation of operators’ psycho-physiological state (PPS) of health of different activities, such as pilots, polar explorers, athletes, drivers and others [1].

One of the effective means of evaluating of PPS of operator’s cerebral cortex (OCC) is electroencephalography. However, modern researches of OCC with existing electroencephalographs have several disadvantages, which are interconnected: the effectiveness of measurement tools of OCC biosignals (the hardware of electroencephalograph) and quantitative methods of processing the data received (software part). To improve the efficiency of usage of OCC biosignals the diagnostic complex was developed – kephaloelectroencephalograph [2, 3].

The limbic system by interoceptive ways integrates information about the work at the operator’s physic and psyche level and displays this information as OCC biosignals. Therefore, processing of this biosignals gives an opportunity to highlight the diagnostic informative component of operator’s PPS. Researches show that the most diagnostically valuable signals are those of transient process of electroencephalogram that allow to predict the operator’s PPS, that shows the perspective of this area of research [4, 5, 6].

Researches of following authors show the efficiency of transient signals for diagnostics of cerebral cortex. For example, Siver D. [7] notes that when operators are stimulated by light in the first phase of the received transient signals lowering the amplitude of the measured OCC biosignals may occur, reflecting the functional deterioration of the visual organs. Another scientist Jahno N.N. [8] noted that the first phase of the received transient signals reflects the operating status of the visual system, and further phases - the operating status of the limbic system and brain structures through which the signal of the visual stimulus passes thru.

Before measurements of OCC biosignals in the software part of the automated expert system to count the operator’s individual characteristics, method of classification by category of operator’s temperament and rigidity should be implemented [9]. However, each operator may be added to one of 16 or more categories, allowing to pre-group operators with same level of rigidity and characteristics of operator’s PPS. This approach to the implementation of an experiment allows to create a computerized database of high-quality expert system.
Analyzing the above, it is necessary to develop a software-hardware system with an automated expert system that is able to classify the operators according to the parameters of rigidity, analyze electroencephalographic data for quantitative parameters and provide an opportunity to diagnose a health care professional psychophysiological state of operator’s KGM.

To solve this problem the hardware-software system based on software package MatLab was developed, which has the following stages of work:

- determining the type of operator’s temperament;
- classification of operators for rigidity parameters;
- methods implementation of measuring of the electroencephalographic data [5];
- processing of the received diagnostic data.

Realized approach allows to group operators by the 36th type of rigidity at this stage of the software development.

Implementation phase of measuring of the electroencephalographic data for operators provides a record of stationary and transient signals. The received signals are processed by the software section according the following stages:

- a stationary and transition signal is separated into pieces that can be considered as quasi-stationary;
- quasi-stationary signals for both recording modes are averaged in amplitude;
- averaged quasi-stationary signals are subjected to spectral analysis using Fourier’s method and power spectral density (PSD) for a stationary recording and transient signal is received;
- the area under the graph baseband signal PSD of stationary recording and transient signals is calculated;
- using a special algorithm, with obtained PSD area, power coefficient ($Q$) is calculated [10] for a stationary recording and transient signals;
- the result power coefficient is compared with the energy coefficient calculated previously based on repeated measurements for the operator with the same category of temperament and rigidity parameters, which is stored in the database of the expert system. Based on the comparison the result of evaluation of psychophysiological state of operator’s cerebral cortex is given.

Performance of all processing steps is presented in the program as appropriate calculations and graphs for clarity. For example of the application of signal processing the comparison graph of the PSD of a stationary recording (a) and transient (b) signals is shown in fig.1 for the operator with choleric type of temperament and depressed state of the nervous system. For this operator the resulting value of the energy coefficient is $Q_{dys} = 0.6449$. 
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To develop a quality expert system multiple measurements of the energy coefficient for healthy operators of various types of temperament were implemented. These data gave the possibility to calculate limits of the average power coefficient for healthy operators with a certain type of temperament. The average limits in which the operator of the choleric type of temperament has no dysfunction of cerebral cortex range $Q_{hl} = (0.30 \div 0.60)$. Comparing the coefficient $Q_{dys}$ of the operator with dysfunction of cerebral cortex with range of the coefficient $Q_{hl}$ for healthy operators it’s seen that given value of power coefficient of operator with dysfunction goes out of limits. It allows to talk about a high probability of the existence of the operator dysfunction of cerebral cortex.

Thus, there was created a hardware-software system that allows to classify operators according to the type of temperament and rigidity parameters, process the received electroencephalographic data and it includes automated expert system that is able to realize the diagnosis of operator’s cerebral cortex. The present software can be used by doctors to evaluate psychophysiological state of cerebral cortex of different activities operators.

**Conclusions**

It was created hardware-software system that allows you to:
- classify operators by type of temperament and rigidity parameters;
- process recording EEG signals in stationary and transition modes based on quantification parameter;
- provide assessment of the psychophysiological state of the operator’s cerebral cortex;
- it includes automated expert system for the diagnosis operator’s psychophysiological state of the cerebral cortex.
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The new multi-layer materials widely be used in aircraft. In the article present the new method of multi-layer material thickness measurement, which is based on the digital Hilbert transformation and the signal unwrapped phase analysis and offered uncertainty estimation for two-layers materials.

The work is devoted to issues of testing of the thickness of layers of multi-layer objects and environments, such as composite materials, etc. bimetals. In [1,2] proposed a new way to control the thickness of layers of multilayer media based on the echo–pulse ultrasonic method thickness measurement, which is based on the analysis phase characteristic of the signals. As an informative parameter determines the time position of the time jump of phase characteristic, which is due to the imposition probing and reflected signals.

The new method of ultrasonic control of multi-layer structure method is based on usage Hilbert transform and signal phase unwrapping analysis. Hilbert transform gives possibility to find the unwrapped phase of a signal. When echo signals coincide, the unwrapped phase of signal is distorted. The moment of its distortion corresponds to a phase jump. The time definition of a phase jump gives a chance to estimate a time delay and find a material thickness.

Testing thickness $h$ is calculated according to $h = 0.5c\tau$, where $c$ is the ultrasonic longitudinal waves pulse velocity in the layer, $\tau$ is impulse duration in test object (TO). In ultra-sound method $\tau$ is determine by amplitude characteristic [3], in phase ultrasound method – moment of phase jump.

If analytical expressions determining the thickness of layers of multilayer objects of control and accuracy of measurement indicators in the proposed method, taking into account the acoustic properties of environments.

In the case of TO (fig.1), the thickness of first layer is determined by the velocity of ultrasonic waves and the time interval distribution in this layer, which is limited by envelopes of the probe and the reflected signals; thickness of the second layer is determined from the known velocity of ultrasonic waves in the second layer and the time interval, which is limited by envelope of the reflected signal and the reflected signal jump of phase. In fig.1 $U_p$ – probing signal in TO, $U_e$ – echo signal, $\tau_1$ – delay time in layer 1, $\tau_2$ – delay time in layer 2.

The budget of uncertainty for phase ultrasound method for the case of double-layered TO is based on the analysis of Ishikawa diagram [4] (fig.2):
According to Ishikawa’s diagram (fig.2) is built a budget of uncertainty which is represented in tabl.1.

An alternative way of evaluating the propagation velocity of ultrasonic waves is evaluation of $C$ by additional measurements on the reference sample, that sample with exactly known geometric dimensions.

The uncertainty is the case of the value of the time delay.

Uncertainty of time delay measurement has three main independent components:

1) the uncertainty due to sampling rate of the ADC (category B)
2) the uncertainty caused by the shape and position of Phase (Category B). The resulting of jump moment of Phase, indicating that the imposition reflected from the bottom of the TO signal.
3) the effect from value of the ratio $S/N$ (Category A).

In determination of $\tau$, for double-layered TO is taken into account yet time allocation time of arrival of the envelope to determine the thickness of the first layer. This uncertainty is due to a form of ACS and is estimated by the formula:

$$\sigma_{\tau} = \sigma_n \cdot \frac{S_1}{S_n}$$

Where $\sigma_n$ – RMS of noise on comparator input (V), $S_1$ – slope of amplitude characteristic (V/s).
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Table 1. Budget of uncertainty to determine the thickness of two-layered TO

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>RMS</th>
<th>Affecting factor</th>
<th>Type of uncertainty estimation</th>
<th>Distribution law</th>
<th>Total uncertainty</th>
<th>Affecting Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (\sigma_c)</td>
<td>(\tau) (\text{amplitude} )</td>
<td>B</td>
<td>Uniform</td>
<td>(u_c = \sigma_c^2)</td>
<td>(c/2)</td>
<td></td>
</tr>
<tr>
<td>T (\sigma_T)</td>
<td>(\tau) (\text{phase} )</td>
<td>B</td>
<td>Normal</td>
<td>(u_T = \sigma_T^2 + \sigma_p^2 + \sigma_{S/N}^2 + \sigma_\delta^2)</td>
<td>(c/2)</td>
<td></td>
</tr>
<tr>
<td>(\sigma_\delta)</td>
<td>(\delta) (\text{temperature})</td>
<td>A</td>
<td>Uniform</td>
<td>(u_{\delta h} = \sigma_{\text{temp}}^2 + \sigma_{\text{hum}}^2 + \sigma_{\text{imp}}^2)</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

2) the uncertainty caused by the sampling rate of the ADC (category B), which has a uniform distribution law:

\[\sigma_T = \frac{1}{\sqrt{6} f_{\text{sampling}}}.\]

The total root mean square error of the measurement time interval is equal to:

\[u_i = \sqrt{\sigma_A^2 + \sigma_p^2 + \sigma_{\text{sampling}}^2 + \sigma_{S/N}^2},\]

here: \(\sigma_A\) – RMS allocation of time interval for amplitude characteristic,

\(\sigma_p\) – RMS allocation of time interval for phase response,

\(\sigma_{\text{sampling}}^2\) – RMS due to sampling ADC

\(\sigma_{S/N}\) – Uncertainty due to the signal / noise ratio.
The uncertainty is caused due to the value of $\delta h$

The value $\delta h$ incorporates the influence factors of temperature, humidity, imperfection of hardware implementation. Direct estimation of parameters should be carried out by the results of measurements and can be reduced by multiple repeat measurements. Here are the possible factors of influence:

1) The change in temperature. The speed of ultrasound in the material varies depending on the temperature, usually increasing on cooling and decreasing when heated. For maximum measurement accuracy of ultrasound speed setting should be carried out at a temperature at which the measurements will be carried out.

2) Setting and measurement. Arises from device calibration and gives a systematic error in following measurements.

3) The error of indicator device. Determined by the accuracy of the indicator.

4) Surface curvature of TO. In unsteady transducer echo signals are distorted, which also leads to inaccurate indications. In such cases, it is convenient to use the V-shaped spring holder clamp, which regulates a clip and creates the correct orientation of the transducer to the surface of the device.

5) The length of the cable. In some cases, it is need for long cables. Cable length, which affects the operation of thickness gauge is determined by the terms of the measurement and depends on the frequency of transducer, as well as the accuracy requirements and minimum measuring range. We assume that the impact $\delta h$ is measured by the uniform law.

**Conclusions and Future Work**

In proposed work the uncertainly analysis of the method is conducted, estimation of uncertainly develops for two-layers materials. Ishikawa’s diagram build and budget of uncertainly to determine the thickness of two-layed TO.

In the near future the experimental research of this method will be proceeded with wide band ultrasonic transducer. More experimental and modelling work will commence on real multi-layer material structure to provide a comprehensive study of unwrap phase for ultrasound nondestructive examination.

**References**
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ALGORITHM OF GAUSSIAN PARTICLE FILTER FOR THE
TRAJECTORY ESTIMATION IN CORRELATION EXTREME
NAVIGATION SYSTEM

The problem statement for correlation extreme navigation system has been formulated
in terms of probabilistic estimation of unmanned aircraft system (UAS) trajectory. Algorithm of Gaussian Particle Filter (GPF) has been proposed to use: results of
trajecotry estimation have been analyzed. Simulation has been done for additive
system disturbances and measurement noise with known statistical parameters. The
initial uncertainty in position has been added to prove the ability of GPF to work
stable.

Introduction. Recent approaches to realization of UAV navigation includes
conventional combination of two systems [1]: satellite navigation system (SNS) and
inertial navigation system (INS). Accuracy degrading with time for INS is
continuously compensated by SNS information, but the loss of satellite signal
especially in urban environment can cause the significant errors in navigation
solution and as a result to conflict situation.

Alternative source of navigation data in case of signal jamming can be
correlation extreme navigation system (CENS) [2]. Principle of action of CENS is
based on the comparison of cartographic data with current parameters of geophysical
field and finding the best matches which result in map positioning. The main feature
of CENS is its quasi autonomous; the measurement of field parameter is jamproof
and secure, but it is necessary to have access to map data. Accuracy of CENS
depends on accuracy of cartographic data and on precision of field sensor. Among
the limitations of CENS there are two significant: geophysical filed must have high
informativity (high variation of field parameter) and dependence of coordinates on
the field parameter is given as table function.

Problem statement. Let's consider the motion of UAS in horizontal plane.
The vector \[\mathbf{p} = [x, y, z]^T\] determines the position of body-fixed coordinate system
(CS) in inertial one, and vector \[\mathbf{v} = [\dot{x}, \dot{y}, \dot{z}]^T\] determines the linear velocities. The
vector of angular orientation of body-fixed CS includes the main angles: pitch, roll
and yaw: \[\mathbf{6} = [\gamma, \vartheta, \psi]^T\]. And correspondingly the vector \[\mathbf{\omega} = [\omega_x, \omega_y, \omega_z]^T\]
contains the components of angular velocities.

Kinematic model of UAV is represented by rotation matrix from body-fixed
CS to inertial:

\[
R(\alpha) = \begin{bmatrix}
\cos \psi \cos \vartheta & -\sin \psi \cos \gamma + \cos \psi \sin \vartheta \sin \gamma & \sin \psi \sin \gamma + \cos \psi \cos \gamma \sin \vartheta \\
\sin \psi \cos \vartheta & \cos \psi \cos \gamma + \sin \psi \sin \vartheta \sin \gamma & -\cos \psi \sin \gamma + \sin \vartheta \sin \psi \cos \gamma \\
-\sin \vartheta & \cos \vartheta \sin \gamma & \cos \vartheta \cos \gamma
\end{bmatrix}
\]
and by transformation matrix of angular velocity vector:

\[ T(\omega) = \begin{bmatrix}
1 & \sin \theta \tan \theta & \cos \theta \tan \theta \\
0 & \cos \gamma & -\sin \gamma \\
0 & \sin \gamma / \cos \theta & \cos \gamma / \cos \theta
\end{bmatrix}. \]

Let's assume that the UAS flight is stabilized in horizontal plane, that is, \( \gamma = \theta = 0 \). In this case, the following will be correct: \( T(\omega) = I_{3\times3}, \hat{b} = \mathbf{w}, \hat{\omega}_x = \psi \).

Let's write the state equation in matrix form as following:

\[
\dot{\mathbf{p}} = \mathbf{R}(\psi) \cdot \mathbf{V} + \mathbf{b} + \xi_v, \\
\mathbf{b} = \xi_\omega, \quad (1)
\]

where \( \xi_v \) is the white noise, \( \xi_\omega \) is white noise with small intensity, vector \( \mathbf{b} \) describes the process of random walk caused by system disturbances including wind, turbulence, inaccuracy of model, etc. Let's introduce the time constant and represent the process (1) as first-order Markov process in continuous form as following:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{b}_x \\
\dot{b}_y 
\end{bmatrix} =
\begin{bmatrix}
0_{2\times2} & I_{2\times2} \\
0_{2\times2} & 0_{2\times2}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
b_x \\
b_y
\end{bmatrix} +
\begin{bmatrix}
\mathbf{R}_{2\times2}(\psi) & 0_{2\times2} \\
0_{2\times2} & 0_{2\times2}
\end{bmatrix}
\begin{bmatrix}
\psi_x \\
\psi_y \\
\psi_b_x \\
\psi_b_y 
\end{bmatrix} +
\begin{bmatrix}
\xi_{q_1} \\
\xi_{q_2} \\
\xi_{q_b_1} \\
\xi_{q_b_2}
\end{bmatrix}, \quad (2)
\]

where coordinate \( z \) is related to control vector \( \omega \), since it is assumed to be known from other sensor with required accuracy.

In discrete form the model (2) can be represented as

\[
x_{k+1} = Fx_k + Gu_k + L\xi_k. \quad (3)
\]

Components of system noise are assumed to be independent gaussian white noises, that is, they can be represented by covariance matrix as

\[
M \{ \omega(t) \} = Y \cdot \delta(t - \tau).
\]

It is written for continuous form. Discrete form can be represented as \( Q = Y \Delta \), that corresponds to random gaussian independent sequences \( \xi_k \).

Measurement model of CENS cannot be represented analytically, since dependence between measurement parameter of geophysical field and coordinates is table function taken from cartographic data. Measurement noise is represented by additive white noise with known variance \( \sigma_z^2 \).
Analyses of possible solutions. Known problem statement of optimal statistic estimation \[3\] is formulated as following: to find the estimate of state vector \(x_k \in \mathbb{R}^n\), where \(n \in \mathbb{N}\) is the dimension of vector given at a set of discrete time moments with indexes \(k \in \mathbb{N}\). The evaluation of state vector \(x_k\) in time is described by stochastic equation:

\[ x_k = f_k(x_{k-1}, o_k), \tag{4} \]

where \(f_k\) is known transition function, in general case non-linear, that depends on state vector \(x_{k-1}\) and random disturbance \(o_k\). The state vector is observed and expressed by measurement equation as a random process \(z_k \in \mathbb{R}^m\)

\[ z_k = h_k(x_k, \zeta_k), \tag{5} \]

where \(h_k\) is known and also non-linear function of state vector and random measurement noise \(\zeta_k\). Statistical parameters of noise are assumed to be known.

If the noises are additive, then equations (4)-(5) can be represented as following:

\[ x_k = f_k(x_{k-1}) + o_k, \tag{6} \]

\[ z_k = h_k(x_k) + \zeta_k. \tag{7} \]

Also there is an assumption that process \(x_k\) is Markov process and can be described by transition probability density function (pdf) \(p(x_k \mid x_{k-1})\). The likelihood function can be described by pdf \(p(z_k \mid x_k)\).

To solve the problem of optimal estimation it is necessary to get the conditional pdf \(p(x_k \mid Z_k)\), where \(Z_k\) is all series of measurements till moment \(k\), that is \(Z_k = \{z_i\}_{i=1}^k\). If the pdf is known at moment \(k-1\), then it is possible to extrapolate it by Kolmogorov- Chapman equations:

\[ p(x_k \mid Z_{k-1}) = \int p(x_k \mid x_{k-1}) p(x_{k-1} \mid Z_{k-1}) \, dx_{k-1}. \tag{8} \]

After new measurement \(z_k\) in moment \(k\) the extrapolated pdf \(p(x_k \mid Z_{k-1})\) can be corrected by using well known Bayesian formula:

\[ p(x_k \mid Z_k) = p(x_k \mid z_k, Z_{k-1}) \frac{p(z_k \mid x_k, Z_{k-1}) p(x_k \mid Z_{k-1})}{p(z_k \mid Z_{k-1})} = \eta^{-1} \cdot p(x_k \mid z_k) p(x_k \mid Z_{k-1}), \tag{9} \]

where value \(\eta^{-1}\) is normalized constant

\[ \eta^{-1} = \int p(z_k \mid Z_{k-1}) \, dz_k = \int p(z_k \mid x_k) p(x_k \mid Z_{k-1}) \, dx_k, \]

that can be determined from the condition

\[ \int p(x_k \mid Z_k) \, dx_k = 1. \]
If there is conditional pdf $p(x_k | Z_k)$, then it is possible to find the estimate of state vector $\hat{x}_k$ according to the selected optimality criteria.

Thus, in general case, the problem of optimal estimation consists of two main stages: prediction-update, equations (8)-(9). But realization is complicated and possible only for a few cases. In general there is no closed-form expression for pdf $p(x_k | Z_k)$ due mainly to the unstructured non-linearity (6) and (7), and there is no solution that updates the conditional density analytically. The exception is the case of the linear state and measurement models with gaussian noises. In this case the optimum estimator is the Kalman filter [4].

**Proposed solution.** The dependence $z = h(x,y)$ is a table function (taken as digital elevation map (DEM) of San Francisco South 24K DEM file which is provided in MATLAB Mapping Toolbox™ mapdata folder). The trajectory prediction of UAS is done by GPF [5] with non-optimal resampling. Number of points in sample is 50. Variances are selected as $\sigma^2_{x_k} = 1, \sigma^2_{y_k} = 1, \sigma^2_{b_x} = 1, \sigma^2_{b_y} = 1, \sigma^2_z = 1$. The initial uncertainty in UAS position is introduced by 50 m. Results of simulation are represented in Fig. 1. General variances of estimation errors (taking into account period of transient process) are $15.1022$ m in X coordinate and $12.7925$ m in Y coordinate (Fig. 2). Number of iteration required to settle the given level of estimation variance is 95.
Let's increase the number of points in a sample to 100. The values of variances remain the same $\sigma_x^2 = 1, \sigma_y^2 = 1, \sigma_{bx}^2 = 1, \sigma_{by}^2 = 1, \sigma_z^2 = 1$. As it can be seen from the results of simulation (Fig. 3), the error variances (for stable navigation solution) become smaller: in X coordinate - 2.1096 m and in Y coordinate - 2.9732 m. Number of iteration to reach the stable value of estimation error remains the same. But the computing efficiency drastically degrades.
Now let's increase the system noise and measurement noise remains the same: \( \sigma^2_{vx} = 2, \sigma^2_{vy} = 2, \sigma^2_{bx} = 2, \sigma^2_{by} = 2, \sigma^2_z = 1 \). Number of points in sample is 50. Initial uncertainty remains the same - 50 m. The results of simulation are represented in Fig. 4. Error variance after reaching the stable navigation solution is increased (Fig. 5).

![Fig. 4 Coordinate errors propagation for higher system noises](image1)

![Fig. 5 Error variances propagation](image2)
Conclusions. The problem statement for correlation extreme navigation system has been formulated in terms of probabilistic estimation of UAS trajectory. Algorithm of GPF has been used to estimate UAS motion in horizontal plane with initial uncertainty in position. Geophysical field in the form of DEM has been selected to realize the likelihood function. Resampling of GPF has been done by non-optimal principle, nevertheless the results of simulation prove the stability of filter operation and quite high accuracy of estimation with error variances in the range.
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For inertial-satellite navigation systems is done the comparative analysis of data fusion algorithms that constructed based on Kalman filtering or by the compensation schemes. The errors of coordinate and velocity components estimates are investigated by two data fusion algorithms.

In solving the problem of data fusion in inertial navigation satellite systems (ISSN) is the most attractive, of course, Kalman filtering (KF). However, the use of KF meets certain difficulties in its implementation on board the aircraft. In particular, this divergence phenomenon that occurs when working with unknown stochastic signal at the input of the filter, which is typical for strapdown inertial navigation systems (SINS).

Currently in modern airborne complexes include algorithms optimal estimation of the state vector (KF algorithms), use of other methods of processing information homogeneous, well proven itself in practice. In particular, this method of mutual compensation (MC).

In [1] the filter of MC scheme is proposed, which provides the data fusion of observed navigational components of the state vector, with quality comparable to optimal KF.

Comparative analysis of different options of data fusion for the observed components of state vector becomes very urgent problem to develop and implement the processing algorithms for ISSN.

The comparative analyses of filtering methods will be limited only by linear filtering algorithms of signal-to-noise components with not-overlapped frequencies. That is, they have significant difference in the frequency characteristics of errors and work in real-time systems. Algorithms of data fusion in ISSN are related to mentioned type[2].

In conventional data fusion algorithms of ISNS the estimation of dead reckoning errors of SINS is done with the help of current information from satellite navigation system (SNS) or other radio systems [3] with further correction of output data of SINS. Such scheme is well known and called invariant integration scheme. Using this scheme the problem to estimate the errors of a subsystem taking into account errors of another is solved.

To synthesize optimal Kalman filter let's consider only longitudinal channel and take into account its independence on the lateral channel. Then the model of dead reckoning errors can be represented as:

\[ \Delta X = \Delta V_x; \quad \Delta V_x = \Delta a_x; \quad \Delta a_x = \xi_x \]

where \( \Delta X, \Delta V_x, \Delta a_x \) – errors of SINS in coordinate and its derivatives, respectively; \( \xi_x \) – accelerometer noise given as white noise with intensity \( S_{a_x} \).

Observation model will be written as:
The solution of given problem is the continuous reduced Kalman filter:

\[
\begin{align*}
\Delta \mathbf{x} &= \mathbf{F}_1 (\mathbf{Z}_1 - \Delta \mathbf{x}) \\
\Delta \mathbf{v} &= \mathbf{F}_2 (\mathbf{Z}_2 - \Delta \mathbf{v}) \\
\Delta \mathbf{a} &= \mathbf{F}_3 (\mathbf{Z}_1 - \Delta \mathbf{x}) \\
\end{align*}
\]

Here: \( X_{\text{INS}}, V_{\text{INS}} \) - coordinate and velocity measured by SINS; \( X_{\text{SNS}}, V_{\text{SNS}} \) - coordinate and velocity obtained from SNS receiver; \( X^u \) - true value of coordinate; \( \Delta X, \Delta V \) - errors of SINS which are considered as systematic errors caused by gyroscope drifts and inaccuracy of accelerometers; \( \zeta_x, \zeta_v \) - white’s noise components of SNS receiver; \( K_i, i = 1, 3 \) - coefficients of filtering, which can be obtained as constants from steady-state Riccati equations.

Block diagram of the MC method realization is represented in Fig. 1. Here \( F(p) \) - dynamic filter of MC scheme; \( X_{\text{SINS}}, X_{\text{SNS}} \) - navigation parameters (coordinates and velocity components) obtained from SINS and SNS; \( \hat{X} \) - estimate of given navigation parameter; \( X^u \) - true value of navigation parameter; \( \Delta X \) - error of SINS; \( \xi_{\text{SNS}} \) - noise component of SNS error; \( Z \) - navigation parameters of observation; \( \xi = [1 - F(p)] \Delta X + F(p) \xi_{\text{SNS}} \) - error of data fusion.

The data fusion algorithm based on the MC method has the following form:

\[
\hat{X} = X_{\text{SNS}} - F(p)Z 
\]

The equation of the MC scheme (Fig. 1) can be written as follows:

\[
\hat{X} = X^u + \Delta X - F(p)(\Delta X - \xi_{\text{SNS}}) \quad \text{or} \quad \hat{X} = X^u + [1 - F(p)] \Delta X + F(p) \xi_{\text{SNS}} = X^u + \xi
\]

The error \( \xi \) will be decreasing with greater difference between spectral characteristics of sensor errors \( \Delta X \) and \( \xi_{\text{SNS}} \). If the filter \( F(p) \) is selected to minimize the distortion of disturbance \( \Delta X \) and to suppress the noise \( \xi_{\text{SNS}} \), then the
error of complex system will be minimal/ With significant difference in frequency characteristics of noises at the output of filter $F(p)$ (see Fig. 1) the disturbance $\Delta X$ will be reproduced without any changes, and at the output of compensation scheme the exact value of measured parameter $X^m$ is obtained, since

In [1] based on a second order filter Batervorta was synthesized dynamic filter MC with a rather simple model of compensation of inertia, which is a aperiodic filter with the unit speeding up

$$W_{\text{comp}}(p) = \frac{(3T_p p + 1)}{(T_p p + 1)}.$$ (1)

The comparative analysis of data fusion algorithms that implement the method MC and algorithm KF was done by its mathematical simulation in software environment Simulink, as a part of MATLAB.

Fig. 2

Analyses of simulation results proves the identity of two data fusion schemes though the presence of Butterworth filter of the second order allows providing the more effective smoothing of noise components of SNS errors. Especially this phenomena is observed in the speed channel.

To improve the quality of estimation procedure of errors by MC method it is recommended sluggishness of filters Batervorta second order in the channel of coordinates compensate using a signal $\Delta \hat{V}$ from the channel of velocity estimation (see Fig. 3) and in the channel of velocity using a signal $\Delta \hat{a}$ from the channel of horizontal acceleration estimation.
Estimate of the horizontal component of acceleration is obtained by data fusion SINS and derivative of velocity signal supplied from the SNS. When differentiating of radio signals of SNS use the usual procedures of filtering for signals corrupted by noise.

Fig. 3 illustrates a structure of a dynamic filter $F(p)$ in the channel circuits MC coordinates. Similarly, the structure has a filter $F(p)$ in the channel velocity, and acceleration channel remains inertia compensation filter circuit (1).

The simulation results which show errors estimation of coordinate and velocity for the different variants of integration are represented in Fig. 4.

The comparative analyses of simulation results shows that the accuracy of error estimation of the proposed scheme with dynamic filter $F(p)$, $F_1(p)$ (based on Butterworth filter) is almost the same as the accuracy of optimal Kalman filter, and simultaneously the quality of filtering of SNS noise components is higher.

**Conclusions.** The comparative analyses of data fusion schemes of aided SINS and SNS shows that the accuracy of navigation parameters estimation of compensation scheme with proposed dynamic filters is not inferior to algorithms of
Kalman filtering however the quality of filtering of SNS noise component is even higher. The significant drawback of compensation scheme to Kalman filtering is impossibility to estimate the non-observed components of state vector, therefore here it is necessary to have alternative methods of estimation of angular orientation parameters.
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STABILITY BORDERS AND REGIONS OF STABILIZATION SYSTEMS OF INERTIAL CONTROL OBJECTS

Performing by the automatic control systems (ACS) functions assigned to them is possible only when they are stable. If ACS is stable, all the transients caused by external influences will be damped and oscillations in a system will not arise. System stability is achieved only when there is a certain combination of its parameters, and provided with appropriate adjustments during maintenance.

Investigation of the influence of parameters on the stability of ACS management processes is performed during the system projecting. Solution of problem by constructing vectors of hodographs $A(j\omega)$ or $\bar{M}(j\omega)$ for each change of a parameters is a very laborious work. It would be better to build the stability border in a space of variable parameters, which will divide regions of sustainable and unsustainable management. Further investigations will be reduced to the determination of the position of the operating point according to system parameters, which are interesting for the researcher, in one or another region.

Usually limited by two parameters of variation (A, B) for fixed values of the others. Stability region can be closed, that in general is not required. The equations of stability border may be defined with the help of the frequency criterias of Nyquist or Mikhailov

\[
\begin{align*}
X(A,B,\omega) &= 0, \\
Y(A,B,\omega) &= 0
\end{align*}
\]

\[
\begin{align*}
U(A,B,\omega) &= -1, \\
V(A,B,\omega) &= 0
\end{align*}
\]

Analysis of stabilization systems of inertial control objects shows that different in design systems have congruent structure and transfer functions of the same type. This allows us to consider a methodology of analyzing their stability based on the generalized block diagram shown in figure 1.

In the block diagram the following notations are used:
Transform a block diagram of the form shown in Figure 2 selecting the channels of forming the stabilization moment. In the diagram introduced the notations of system stiffness $G$ and damping $D$.

![Diagram showing the structural diagram of a system with fission of forming channels of stabilization moment](image)

**Fig.2** The structural diagram of a system with fission of forming channels of stabilization moment

Stiffness characterizes the ability of the system to counteract to the external disturbances. It is determined by the coefficients of strengthening of the deflection sensor and regulator $G = k_{sd}k_{reg}$.

Damping describes the ability of the system to put out vibrations arising in it. Damping depends from the coefficients of strengthening of the speed deflection sensor and regulator $D = k_{sd}k_{reg}$.

Stiffness and damping directly influence on the formation of stabilizing moment and determines the effectiveness of systems countering to external disturbances. Will take stiffness $G$ and damping $D$ as variable parameters of system and find stability border and region in the plane of the selected parameters.

Let us find the transfer functions:
- by control signal
  
  $$W_r(s) = \frac{k_0 G (T_2^2 s^2 + T_3 s + 1)}{A(s)}$$

- by external perturbation
  
  $$W_m(s) = \frac{k_0 (T_2^2 s^2 + T_3 s + 1)(T_2^2 s^2 + T_5 + 1)}{A(s)}$$

Here $A(s)$ - the characteristic polynomial of the sixth order

$$A(s) = a_6 s^6 + a_5 s^5 + a_4 s^4 + a_3 s^3 + (a_2 + k_0 G T_2^2) s^2 + k_0 (D_s + G T_3) s + k_0 G$$

Coefficients of the characteristic polynomial are
The total damping $D_0 = D_0 + D$ is determined by the sum of constant damping $D_0 = \frac{1}{k_0}f_0$, caused by natural friction of inertial control object, and of external damping $D$, which is generated by the sensor of speed deflection of control object.

Let us use the Mikhailov criterion for assessing the stability of the stabilization system

$$a_0 = T_1^2T_2^2T_3^2T_0^2;$$
$$a_2 = T_1^2T_2^2T_3^2T_4^2T_0^2 + T_1^2T_0^2T_3^2T_0^2 + T_3^2T_1^2T_0^2T_0^2 + T_3^2T_4^2T_0^2;$$
$$a_3 = T_1^2T_1^2T_3T_0^2 + T_3^2T_1^2T_0^2 + T_2^2 + T_1^2T_0^2;$$
$$a_5 = T_1^2 + T_0^2 + T_3T_0^2;$$
$$a_6 = T_0^2.$$ 

Equating the real and imaginary parts to zero, we shall have

$$X(\omega) = -a_0\omega^6 + a_4\omega^4 - \left[ a_2 + k_0G_0T_0^2 \right]\omega^2 + k_0G_0 = 0,$$
$$Y(\omega) = a_5\omega^5 - a_3\omega^3 + k_0(D\omega + GT_0)\omega = 0,$$

where $G_0$ and $D\omega\Sigma$ - stiffness and total damping, that corresponds the stability border $D_{\omega\Sigma} = F(G_{\omega})$.

On the basis of last equations will just find dependences of the boundary values of stiffness and total damping from the frequency

$$G_0(\omega) = \frac{a_4\omega^4 - a_4\omega^2 + a_2}{k_0(1 - T_0^2\omega^2)};$$
$$D_{\omega\Sigma}(\omega) = \frac{a_3 - a_5\omega^2}{k_0} - G_0(\omega)T_3.$$

According to the graph-analytical method [1] is constructed the stability border $D_{\omega\Sigma} = F(G_{\omega})$ of the system (Fig. 3).

Let us select the region of stability management, using the rule of applying shading [2]. For this we find the determinant

![Fig. 3 Region of stable management processes](image-url)
\[
\begin{pmatrix}
\frac{\partial X(G,D,\omega)}{\partial G} & \frac{\partial X(G,D,\omega)}{\partial D} \\
\frac{\partial Y(G,D,\omega)}{\partial G} & \frac{\partial Y(G,D,\omega)}{\partial D}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial X(G,D,\omega)}{\partial G} & \frac{\partial X(G,D,\omega)}{\partial D} \\
\frac{\partial Y(G,D,\omega)}{\partial G} & \frac{\partial Y(G,D,\omega)}{\partial D}
\end{pmatrix} = \begin{pmatrix} k_0 \left(1 + T_2^2 \omega^2\right) & 0 \\ k_0 T_2 \omega & k_0 \omega \end{pmatrix} = \begin{pmatrix} k_0^2 \omega \left(1 + T_2^2 \omega^2\right) \end{pmatrix} > 0.
\]

Since the determinant is greater than zero, we put shading on the left side, moving in the direction of increasing frequency $\omega \to \text{max}$. Stability border identified in the plane of variable parameters stability region. Inside this region, any selected operating point $A$, with parameters $G_A$ and $D_A$ corresponds to stable (damped) management processes.

Conclusions. The resulting stability border and region allow us to make a number of important conclusions:

- with decreasing the damping stability ACS retained until you reach the lower border of the stability region, where the frequency is relatively small. On reaching the lower border low frequency oscillations with large amplitudes are arising in the system.
- with increasing the damping stability ACS retained until you reach the upper border of the stability region, where the frequency is relatively high. On reaching the upper border high frequency oscillations with small amplitudes are arising in the system.
- for a given value of stiffness, for example $G_A$, limits of changing damping are strictly limited $D_1 < D_A < D_2$.
- the border of the stability region defines the limit of stiffness $G_{\text{max}}$, which can be obtained for a given system.
- if the system is missing the sensor of speed deflection of control object it will be stable only for a small value of stiffness $G_f$, that corresponds the damping by friction $f_0$. Thus, the speed sensor expands the stability region of the system.
- the time constant $T_0 = \frac{J_0}{f_0}$ of the control object depends on its moment of inertia $J_0$ and is the scale of characteristics $G_{sb}(\omega)$ and $D_{sb}(\omega)$. With the increasing of the moment of inertia is to the stability region expands proportionally. Therefore, to ensure stable mode of operation of ACS, where the control object has a large inertia, easier.
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Design of large-scale systems has always been a complex task. In this article it is proposed multilevel multiobjective optimization methodology that can be implemented in the CAD software for the optimal choice of technical means.

Introduction. With the rapid development of unmanned aerial vehicles (UAV) there was necessary to create an integrated navigation systems (INS) that improve accuracy of navigation parameters through the use of UAV navigation systems running on different physical principles (complexing). To solve this problem in the INS are included: inertial navigation systems, which consist of accelerometers and gyroscopes, satellite navigation systems, magnetometers, air signals system, navigation system, odometer system, etc.

During the flight INS are subject to various influences that may adversely affect their accuracy and indicators of reliability, so there is a need for a means of providing technical testing navigation equipment in conditions close to the real flight.

In this paper, to solve this problem there is proposed to use the simulation table (ST), the structure of which is shown in Fig. 1. ST must ensure tests on the parameters close to real, namely the angular positions, overload, angular velocity and acceleration of all control channels. To ensure these parameters on the technical design stage it is necessary to solve the task of developing assembly units, functional task, the task of developing algorithms and software, the task of selecting a set of technical means.

Indicator of efficiency when designing ST are criteria are accuracy, reliability and cost.

$$F = (F_1(x),...,F_i(x),...,F_l(x)) \quad (i = 1,...,l)$$

Optimization problem is proposed to address with these criteria on the basis of a systematic approach when there are three levels of tasks: lower - lower-level goals, coordinating - objectives for the upper (coordinator) and the global - the goal of a whole system. In this regard, there are four different problems: synthesis of coordinating element, methods (procedures) of coordination, problem of modification, decomposition.

It will allow to divide a complex optimization problem into several low-level subtasks. Solution to the global optimization problem is a vector solutions of coordinated lower-level subtasks. Methodology of this decomposition into subtasks and coordination for various models of hierarchical systems is considered in detail by Mesarovic M., J. Takahara et al [1].
To improve the efficiency of ST design there is proposed CAD system, the block diagram of which is shown in Figure 2.

**Task statement.** Consider the problem of multicriteria optimization of complex system consisting of subsystems, which has a two-level hierarchy with the criteria of the upper \( F \) and lower layer \( f \). Top-level criteria are essential for all subsystems - performance, accuracy, reliability and cost \( (F_1,F_2,F_3)\). On the upper level there are limitations associated with the technical specifications for the entire system, which directly affect the optimization of the subsystems. That are such restrictions as providing predetermined angular positions, velocities, accelerations, mass of equipment under the test, dimensions \( (G = \{G_1,G_2,G_3,G_4,G_5\})\). On the lower level design parameters of each subsystem are determined based on their own restrictions \( (g_j)\). These values should be defined in an array of variables that would have increased the maximum efficiency of the system, while providing optimality of each subsystem and satisfying all the constraints. Thus, the task has two types of
objective functions for the criteria of the upper level and lower-level criteria that are linked through coordinating variables.

We assume that the performance of each subsystem can be expressed in terms of the criteria of technological quality indices $f$ such as:

1. Indices of destination
   - Classificational (voltage, power)
   - Functional (performance, precision, limits of measurement)
   - Design (weight, dimensions)
   - Maintenance (electric power consumption)

2. Reliability indices
   - Reliability (mean time to first failure, the probability of failure-free operation for a certain period, the failure rate)
   - Durability
   - Repairability

3. Economical use of resources (energy conversion efficiency, energy consumption)

4. Standardization and unification

5. Security

6. Resilience to external influences

7. Economic.

Let us consider the main technological parameters of quality for ST subsystems.

For dynamic platform this is carrying capacity depending on the class of UAV, dimensions.

For gear units this is reliability, dimensions, accuracy, gear ratio, load indices.

For electric drives and control subsystem it is the weight, size, reliability, speed, control equipment, electric performance, stiffness of mechanical characteristics of the drive, smoothness of motion, accuracy of control.

For subsystems of information acquisition and transmission this is accuracy, sample rate, noise immunity.

For power subsystem - it is energy conversion efficiency, dimensions and weight, fault tolerance.

Moreover, all subsystems have their economic indices, such as fair cost. As it can be seen, technological criteria of quality are comparable and in many cases conflicting.

ST design problem can be represented as a multi-level multi-criteria optimization problem formal statement of which is as follows.

$$\min_{\lambda} F(\lambda, y) = (F_1(\lambda, y), ..., F_l(\lambda, y))$$

subject to: $G(\lambda, y) \leq 0$, where $(\lambda, y)$ are Pareto optimal for

$$\min f = \{f_j(\lambda, x_1), ..., f_j(\lambda, x_n)\}, \ (j = 1, ..., k)$$
subject to: \( g_1(\lambda, x_1), \ldots, g_j(\lambda, x_j) \leq 0 \).

\( \lambda \in X \), \( x, y \in Y \), where \( G(\lambda, y) \) - vector of system constraints; \( g_j(\lambda, x_j) \) - vector of subsystems constraints; \( f_i (i = 1, \ldots, I) \) - top-level goal functions; \( f_j (j = 1, \ldots, K) \) - goal functions of the lower level; \( x_j \) - vector of subsystems variables; \( \lambda \) - vector of coordinating variables.

The task is to optimize the lower level for a tight budget for each subsystem \( \lambda_j \) coordinated so as to achieve the best solution of entire system as a whole (fig.3).

\[
\begin{align*}
\min_{\lambda} & \quad F(\lambda, y) = (f_1(\lambda, y), \ldots, f_i(\lambda, y), \ldots, f_I(\lambda, y)), \\
& \quad G(\lambda, y) \leq 0
\end{align*}
\]

Fig. 3. The hierarchical structure of the problem of multicriteria optimization

A lot of traditional optimization techniques have been proposed for solving multiobjective optimization, such as the method of global criterion, the weighted sum of [2], \( \varepsilon \) - constraints [3], weighted metrics [4], the method of goal programming [4], lexicographic ordering method [4], a variety of interactive methods, etc. Most of these methods are based on the transformation of the problem into single criterion, and often have several disadvantages, such as the constant need for different adjustments of the method and receiving only a single solution at the end of each iteration.

For solving multiobjective problems there was proposed to use genetic algorithms (GAs) using a population approach and the concept of Pareto dominance in the process of finding solutions, where each iteration has more than one solution, and with each iteration, a new array of data is formed to find the optimal solutions. GA is often divided into two main groups: the dominated and nondominated sorting [2]. Among modern methods one can distinguish genetic algorithm nondominant sort NSGA-II developed by Kalyanmoy Deb, Samir Agrawal, Amrit Pratap, and T. Meyarivan [5], the algorithm with the archive, using the concept of force SPEA2
developed by Eckart Zitzler, Marco Laumanns and Lothar Thiele, the algorithm of particle swarm MOPSO [6] and GA based on the evaluation of the entropy [7,8].

**Conclusions.** There was proposed the solution of simulation table design problem by means of multi-level multicriteria optimization. Genetic algorithm approach is the modern and promising tool proven by variety of publications worldwide. It has undergo rapid growth during the last decade. The development of the CAD software on the basis of the described framework will be the goal of the future developments in this realm.
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INCREASE OF EFFECTIVENESS OF HARDWARE-IN-THE-LOOP TEST BENCH

Seminatural modeling of navigational equipment is simulation of aircraft motion during flight with help of hardware-in-the-loop test bench. Use of hardware-in-the-loop test bench for testing navigation equipment is characterized by high quality of testing with relatively low time and cost of testing. Effectiveness of hardware-in-the-loop test bench is determined by variety of different criteria. Effectiveness can be calculated after determination of these criteria.

Introduction. Hardware-in-the-loop (HIL) test bench for testing and verification of navigational equipment is designed to provide high-accuracy positioning, speed and accelerations during testing, development or production of inertial systems and their components in aviation, defense, aerospace and marine industries. Use of such HIL test benches for modeling of aircraft flight allow to decrease time and cost of testing. Such tests are characterized by high accuracy and reliability. However, significant disadvantage of HIL test benches for testing of navigational equipment is their price. The cost of HIL test benches presented by different manufacturers such as Acutronic, Ideal Aerosmith, is rather high. So the task is to develop HIL test bench with sufficiently high characteristics at minimal cost.

HIL test benches for testing navigational equipment. HIL test benches for testing navigational equipment [1] designed to accurately reproduce the motion on axes of roll, pitch and yaw in the test lab. They are developed in order to optimize and significantly reduce the complexity of the calibration process, inertial sensors, as well as to research and clarify the errors of micromechanical sensors and navigation systems based on them.

Their use reduces the time and reduces the cost spent on the development and production of navigation equipment. Often HIL test benches are used to calibrate inertial devices such as sensors of angular positions in production. Application of HIL test benches for seminatural testing of aerial vehicles reduces costs by reducing the number of field tests.

Structural diagram of a triaxial test bench is shown in Fig. 1. The test program for the test object is formed on the basis of selected methods for determination of errors of tested equipment and is entered into the computer with installed special software.

The test program for the test object is formed on the basis of selected methods for determination of errors of tested equipment and is entered into the computer with installed special software.

Data from the computer is received through the data input-output board by the motor control system. This data is processed by a microcontroller/FPGA and converted into PWM control signals for the actuators. Equipment under test is mounted on moveable platform driven by three actuators, for roll pitch and yaw.
Figure 1. Structural diagram of a triaxial test bench
Resolvers and tachogenerators are also connected to axes of moveable platform to measure speed and angles of rotation of platform. Resolvers and tachogenerators transmit their data to corresponding ADC blocks, where data is transformed into digital form. After transformation this data comes back to the computer through data input-output board.

Use of microcontroller/FPGA in the system, reduces the load on the control program and allows to implement it in real time. This factor is one of the priority tasks of seminatural modeling, which makes it possible to increase the efficiency of the system as a whole.

**Effectiveness of hardware-in-the-loop test bench calculation.** HIL test bench for testing and verification of navigational equipment consists of three separate channels: for roll, pitch and yaw. Since channels have the same structure, let's consider them on example of one channel.

Effectiveness of HIL system for testing and verification of navigational equipment consists of set of different criteria [2]. Key criteria are energy efficiency(\( \eta \)), dimensions and weight, positioning accuracy, rotation speed, price indices, reliability.

To determine effectiveness of the system (\( E_{syst} \)) it is proposed to summarize effectiveness criteria (\( E_{crit} \)) with definite weighting coefficient (\( b \)) over price index (\( Pr \)):

\[
E_{syst} = \sum_{i=1}^{b} E_{crit} \frac{Pr_i}{Pr}
\]

From the structure of the system it is possible to identify two main parts affecting the effectiveness criteria (Fig. 2): electronic part (motor control system); mechanical part (ensuring the mobility of the system).

In turn, the control system consists of computing module (microcontroller / FPGA) and motor control unit (thyristor bridge circuit). Mechanical part consists of motor, gear (wave gear) and moveable platform.

To calculate the energy efficiency of the system is necessary to multiply the energy efficiency of its components [3-5]. As the result, for triaxial test bench we will obtain:

\[
\eta_{system} = \frac{U \cdot I - (P_{mat} + P_{wind} + P_{mech})}{U \cdot I \cdot (1 - (\psi_f + \psi_b))} \cdot \frac{1}{U_{in} - I_{out}}
\]

**Weight and dimensional characteristics** (MS) are the weight (M), the payload capacity (L), the physical size of the HIL test bench (S). As a measure of Weight and dimensional characteristics is proposed to use a weighted sum:

\[
MS = k_1 \cdot M + k_2 \cdot L + k_3 \cdot S
\]

Where: \( k_1, k_2, k_3 \) - weight coefficients of weight, the payload capacity, the physical size of the HIL test bench correspondingly.

**Price indices** consist of cost of manufacturing (\( Pr_{prod} \), cost of service (\( Pr_{serv} \), cost of equipment testing (\( Pr_{testing} \). Price index is calculated as:

\[
Pr = Pr_{prod} + Pr_{serv} + Pr_{testing}
\]
Positioning accuracy \( a \) is determined by the ratio of positioning error and predetermined position signal \( (d_{in}) \). It includes: mechanical parts manufacturing errors \( (\varepsilon_{\text{mech}}) \) (static error), control error \( (\varepsilon_{\text{ctrl}}) \), error caused by mechanical system nonlinearities \( (\varepsilon_{\text{nonl}}) \), transformation errors \( (\varepsilon_{\text{conv}}) \) (ADC, DAC errors), measurement errors \( (\varepsilon_{\text{meas}}) \), random error caused by system noises \( (\varepsilon_{\text{noise}}) \):

\[
a = \frac{d_{in} - d_{out}}{d_{in}} = \frac{d_{in} - (d_{in} - \varepsilon_{\text{mech}} - \varepsilon_{\text{cs}} - \varepsilon_{\text{conv}} - \varepsilon_{\text{nonl}} - \varepsilon_{\text{noise}} - \varepsilon_{\text{meas}})}{d_{in}}
\]

Rotation speed \( (V_{\text{syst}}) \) of HIL test bench platform is also one of key parameters characterizing effectiveness of system. Rotation speed of HIL test bench platform is tightly connected with characteristics of control system, motors, gear. For calculation of measure of rotation speed of platform it is proposed to use:

\[
V_{\text{syst}} = V_{\text{cs}} + V_{\text{m}} \cdot u_{\text{gear}}
\]

Where: \( V_{\text{cs}} \) - control system performance; \( V_{\text{m}} \) - motor rotation speed; \( u_{\text{gear}} \) - gear ratio.

Positioning accuracy and speed of HIL test bench platform rotation are tightly connected: the higher the accuracy of positioning is, the lower rotational speed of the platform will be.

The main reliability index is the probability of failure-free operation\([2,9]\). Probability of failure-free operation - the probability that within a given predetermined operating time interval no equipment failure occurs. In case of complex system like HIL test bench, shown in fig.1, probability of node failure-free operation probability \( (P_{\text{syst}}) \) will be determined as (11):
\[ P_{\text{syst}} = P_{\text{comp}} \cdot P_{\text{pio}} \cdot P_{\text{z}} \cdot (P \cdot (P_{m1} \cdot (P_{tg1} + P_{r1}) + P_{m2} \cdot (P_{tg2} + P_{r2}) + P_{m3} \cdot (P_{tg3} + P_{r3}) \cdot P_{\text{adcr}} \cdot (P_{m1} \cdot (P_{tg1} + P_{r1}) + P_{m2} \cdot (P_{tg2} + P_{r2}) + P_{m3} \cdot (P_{tg3} + P_{r3}))) \] (11)

Where: 
- \( P_{\text{comp}} \) – probability of computer failure-free operation;
- \( P_{\text{pio}} \) – probability of data input/output board failure-free operation;
- \( P_{\text{z}} \) – probability of control system failure-free operation;
- \( P_{\text{adcr}} \) – probability of tachogenerators ADC unit failure-free operation;
- \( P_{m} \) – probability of resolver ADC unit failure-free operation;
- \( P_{tg} \) – probability of tachogenerators failure-free operation;
- \( P_{r} \) – probability of resolver failure-free operation.

Probability of failure-free operation of node is determined as:
\[ P_{\text{node}} = 1 - i_{\text{node}} \]

Where: \( i_{\text{node}} \) – probability of node failure.

As a result substituting we have:
\[ E_{\text{syst}} = \frac{b_1 \cdot \eta_{\text{system}} + b_2 \cdot V_{\text{syst}} + b_3 \cdot a + b_4 \cdot P_{\text{syst}} + b_5 \cdot MS}{1 - P_{r}} \]

Where: \( b_1 + b_2 + b_3 + b_4 + b_5 = 1 \).

Conclusions. Effectiveness of HIL test bench is determined by set of different parameters, and can be increased by methods described above. Use of thyristor bridge circuit in system don't affect total system effectiveness a lot due to their high efficiency, but is necessary to provide motors rotation in both directions. Also it should be mentioned that to improve the reliability and maintainability of the whole system it is necessary to provide a modular structure with redundant critical components.
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THE METHODIC OF CLEANROOM VENTILATION AND AIR CONDITIONING SYSTEM DESIGN

The structure of computer-Aided Design of Cleanroom Ventilation and Air Conditioning System is proposed. The algorithms of air ducts design and optimal selection of ventilation equipment is developed.

Space requirements, in which it must be ensured conditions that it is necessary for technological processes of microelectronics were and are very tough. Top quality products, constant struggle to raise the productivity requires the precise control and coordination between the technological equipment, engineering and work organization, and all this is based on the strict observance of the surrounding space parameters, in turn, is based on cleanroom modern technologies.

Microelectronic devices manufacturers are widely used cleanrooms, where in the air it is supported size and number per cubic meter of particles such as dust, microbes, aerosol particles and chemical vapors in a certain predetermined range. In such premises it is necessary to minimize the entering, generation and storage of such particles indoors. The system of structural elements, pollution control system, VACS are responsible for it. The ventilation process includes the solution of following tasks: removing the exhaust air from the room and replacing it with the outer, air conditioning, filtering, heating or cooling, humidification or dehumidification, ionization. Ventilation type is selected based cleanliness class of room [1], which is determined by the type of technological process. The main functions of ventilation and air conditioning consist in the achievement and maintenance such parameters of cleanrooms as:

- specified cleanliness class (counting particle concentration);
- differential pressure between the clean rooms and ancillary zones;
- the required air flow rate in zones with a unidirectional flow of air (in case it is achieved by the ventilation system, instead of using the autonomous process unit);
- restoration time after making the cleanliness class of contaminants in clean room;
- microclimate parameters (temperature, relative humidity, air velocity), the required volume of outdoor air by sanitary-hygiene standards, removing harmful substances formed during the technological process, and, where appropriate, ensuring of smoke extraction during the fire.

These parameters must be performed for each cleanroom by providing the necessary air changes per hour, air flow rate, etc.

Block diagram of the ventilation system is shown in Fig. 1, and includes the following constituent elements: the air exit grilles, air valve, air ducts, filters, fans, silencers, central conditioning and air distributor.
Below it is a list of the main components that consist of the ventilation system and a brief description of each item:

Fig. 1 Block diagram of the VACS system

In cleanrooms it is used plenum-exhaust ventilation system. Depending on the method of plenum-exhaust ventilation system realization cleanrooms are divided into three main types [1].

1. Turbulently ventilated cleanroom.
2. Cleanroom with unidirectional airflow.
3. Cleanroom with a mixed stream.
4. Problems solved at VACS systems design include:
   5. calculation of air change;
   6. aerodynamic calculation of the ducts network;
   7. calculation of demand parameters of equipment: fan, air distributors;
   8. the optimal selection of equipment: air grille, air valve, fan, noise suppresser, air ducts, filters, central air conditioning, air distributors.

The task of ventilation and air conditioning design is considerably simplified if for its solution it is used computer-aided design. In this paper, the problem of computer-aided design of cleanroom VACS based on: the type of technological process, providing the necessary purity class, specified geometric dimensions of premises. To do this, it’s necessary to determine the basic initial data for cleanroom VACS calculation:

1. planning decisions with purity and pressure drop indication;
2. appointment of cleanroom (clean areas): product and process protection, protection of workers and the environment;
3. the release of harmful substances;
4. heat and moisture from the equipment;
5. numbers of employers;
6. construction area climate characteristic.

Using the VACS computer-aided design system provides the reduction of project development time, improving the system quality, execution of greater number of projects per unit time, improving the quality of working documentation and competitiveness of projects.

Computed-aided design subsystem of ducts network software includes: calculation of air exchange, ducts aerodynamic calculation. Initial data for type, speed of air flow and air exchange rates determination are taken.

Algorithm for calculating the duct system has the form.

1. Calculation of air in the room (cooling capacity) - the amount of air (m³) that comes inside.

1.8.28

Load Definition separate settlement areas
System divided into separate sections and determine the air flow to each of them. Costs are determined by summing the costs of individual branches starting from the peripheral areas. The flow rates, the length of each section is applied to the axonometric scheme. Select mainstream.

The numbering of the main settlement areas path.
Identify the most longest chain of consecutive settlement sites. Fixed equipment and devices in which pressure losses occur: louvers, heaters, filters, etc.

Determination of the section line settlement sites
Sectional area of the settlement area \( f_p \), m², defined by the formula

\[
f_p = \frac{L_c}{V_t}
\]

where \( L_c \) — calculated airflow at the site, m³/c; \( V_t \) — Recommended air velocity in the area, m / s, on the basis of efficiency and quietness. Largest \( f_p \) standard size pick duct or channel so that the actual cross-sectional area was close to the calculated. \( f_o = f_p \)

The result of the calculation are the values \( d \) or \( a \times b \), conformity with the cross sectional area. For a rectangular duct, in addition, determine the equivalent diameter.

Determining the actual speed.
Actual speed is determined by the formula

\[
v = \frac{L_c}{f_o}
\]

From this value is calculated on the portion of the dynamic pressure. Determination of pressure loss due to friction.
From nomograms or tables define \( R = f(v,d) \) or \( \beta_w \). Friction pressure on the current site are.

Determination of pressure losses in local resistances
For each species at the site of local resistance to Guides and the literature, determine the coefficient of local resistance \( \zeta \). By \( \sum \zeta \) and dynamic pressure determine the pressure loss in local resistance to the plot.

Determination of pressure losses on the settlement site
Pressure loss on the i-th site are \((R \cdot \beta_w \cdot l + \zeta)

Determination of pressure losses in the system
The total loss of pressure in the system

\[
\Delta p_i = \sum (R \cdot \beta_w \cdot l + \zeta) \cdot \Delta p_o
\]

where \( i \rightarrow N \) - parcel numbers mainstream; \( \Delta p_o \) - the pressure loss in the equipment and the other devices of the ventilation system.

Integration of all other parts of the system.
The ducts network computer-aided design subsystem software includes: fan design, cleaning distributors design, selection of other elements.

The algorithm for calculating the characteristics of the necessary equipment is of the form:

1. Fan design includes the determining:
   – fan air supply:
     \[ L_{\text{fan}} = 1.1 \cdot L_{\text{sys}} \]
     where \( L_{\text{sys}} \) is load system \( m^3/h \);
   – fan design pressure:
     \[ \Delta p_{\text{fan}} = 1.1(\Delta p_{\text{aer}} + \Delta p_{\text{val}} + \Delta p_{\text{fil}} + \Delta p_{\text{c.a.c}} + \Delta p_{\text{lat}} + \Delta p_{\text{att}}), \]
     where \( \Delta p_{\text{aer}} \) is pressure loss in the ducts network; \( \Delta p_{\text{val}} \) is pressure loss of air valve; \( \Delta p_{\text{fil}} \) is pressure loss of filters; \( \Delta p_{\text{c.a.c}} \) is pressure loss of central air conditioner; \( \Delta p_{\text{lat}} \) is pressure loss of noise suppresser; \( \Delta p_{\text{att}} \) is pressure loss attenuator;
   – motor power by formula
     \[ N = \frac{L_{\text{fan}} \cdot \Delta p_{\text{fan}}}{3600 \cdot 1000 \cdot \eta_{\text{fan}}} \]
     where \( L_{\text{fan}} \) is supply fan; \( \Delta p_{\text{fan}} \) is the design pressure of the fan; \( \eta_{\text{fan}} \) is overall efficiency of aerodynamic characteristics fan.

2. Design of distributors:
   – select the scheme of product supply air from distributors:
     at the distribution of fan-jets:
     \[ F_{\text{wz}} = (1.23 \ldots 3.3)(h - h_{\text{wz}}), \]
     where \( F_{\text{wz}} \) is working zone square per one air distributor; \( h \) is installation height of air distributor; \( h_{\text{wz}} \) is working height;
     in the distribution of compact axisymmetric jets:
     \[ F_{\text{wz}} = (1.23 \ldots 2)(h - h_{\text{wz}}), \]
     – according to the selected value of \( F_{\text{wz}} \) it is determined the smallest number of air distributors
     \[ N = \frac{F_{\text{wz}}}{F_{\text{wz}}}, \]
     where \( F_{\text{wz}} \) is horse premises;
   – determine the air supply for one air distributor
     \[ L_{\text{u}} = \frac{L_{\text{wz}}}{N}, \]
     where \( L_{\text{wz}} \) is intake air supplied to the space.

3. Other elements selection:
   – intake grille is chosen depending on the ducts network;
   – filter and noise suppresser are chosen by catalog, where, besides the overall dimensions and the nominal flow, it is given their aerodynamic resistance \( \Delta p_{\text{H}} \);
   – blocks of the heat exchange and mass exchange at now are chosen by the methodic developed by the companies manufactures and the pressure loss in them are given just below the stated supply.
Conclusions. The necessities of use computer-aided design system of clean rooms VACS. It is shown that the fundamental sources of data are: the type of technological process, cleanliness class and geometrical sizes of premises.

References

EFFECTIVENESS IMPROVEMENT OF CLEANROOM DESIGN

The problem of designing cleanroom, in particular their system components. The classification of the main structural elements: walls, ceilings, floors, windows, doors, lighting, coatings. The structure of computer-aided design system components.

Space requirements, which must be ensured that the necessary technological processes of microelectronics, were and are very tough. Top quality products, constant struggle to raise the productivity require precise control and coordination between the process equipment, engineering and work organization, and all this is based on the strict observance of the parameters of the surrounding space, in turn, is based on modern technology cleanroom.

Manufacturers microelectronic devices are widely used clean rooms where the air are supported in a certain predetermined range size and number per cubic meter of particles such as dust, microbes, aerosol particles and chemical vapors. In such areas it is necessary to minimize the introduction, generation and storage of such particles indoors. If necessary, they can also be controlled by other parameters such as humidity, pressure and temperature. Modern technological operations are conducted almost at the molecular level, but from the standpoint of physics process work product depends on the purity of the material, as measured by levels. lower than one impurity atom per trillion \((10^{12})\) atoms of the main substance.

To properly design, construct and operate clean rooms, it is necessary to know the relationship between the planning, design, materials, operators, etc., and “purity class”. Class clean room depends on the tasks to be solved in it. More sensitive to pollution produced products or process, the higher should be the level of cleanliness in the room. Higher purity requires certain design concepts and the best materials for interior surfaces of a room, as well as increased frequency of cleaning, better quality clothes, the best changing rooms, etc.

Over the last 20 years, class clean room based on the measurement of non-living in nature (non-native organisms) aerosol particle size > 0.5 mm or > 5 mm. U.S. Federal Standard 209E considering five particle sizes > 0.1 microns > 0.2 microns > 0.3 microns > 0.5 mm and > 5.0 mm. Also contemplated ultra-small (ultrafine) particles are defined as having a size of <0.02 microns and larger, or particulates having a size of > 5 micron. This method of classification is also used by international standards CEN and ISO.

Block diagram of cleanroom shown in Fig. 1 and includes the following elements: a system of structural elements, ventilation and air-conditioning control system.
The system of structural elements consists of: subsystem ceilings, subsystem interior and exterior walls, floor subsystem, subsystem doors, windows subsystem, subsystem lighting.

Block diagram of this system is shown in Fig. 2.

In this paper, the task of designing a system of structural elements cleanroom based on the type of the process, providing the necessary purity class specified geometric dimensions premises. The task of designing structural elements includes:

- Choice of types of structural elements;
- Determine the number of structural elements and their sizes.

**Demands to cleanrooms.** The main criteria for the selection of structural materials and surfaces for cleanroom use: functionality, durability, ability to clean and repairable.

Condition cleanroom surfaces can have a significant effect on the purity of products produced in it. Therefore, materials used in the construction of clean rooms must be chosen taking into account that they will not generate particles or other contaminants which could contaminate the product. To achieve these goals, the materials must:

- easy to clean and, where necessary, be resistant to water, detergents and disinfectants;
- be strong, and do not emit particles to be chemically inert;
- if necessary, have antistatic properties.

Fig. 3 is presented in hierarchical order all the requirements that must be considered in the selection of materials for use in clean rooms [1].
The materials which do not generate particles, and therefore are widely used in the construction of clean rooms are [2]:

– stainless steel;
– sheet metal, powder coated (or anodized aluminum sheet);
– sealed with concrete surfaces;
– plastic sheets joined by hot welding;
– coating of polymer non-shrink materials;
– ceramic materials;
– glass.

The task of designing cleanroom considerably simplified if its solution used computer-aided design. Structure of computer-aided design system of structural elements is presented in Fig. 4.
Conclusions. The necessity of using computer-aided design in the design of cleanrooms. It is shown that the fundamental source of data are: the type of process cleanliness class, with various facilities. It is shown that the main criteria for the design of cleanrooms is: functionality, durability, ability to clean and repairable.
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INTEGRATION DESIGN COMPLEX OF CAD SYSTEMS

Presented CAD with an integrated environment introduces a new approach to managing the design process. Used in the proposed medium scenario design can greatly simplify the work of the designer. Available in medium monitor provides the flexibility of design processes with a flexible structure description of design procedures in the scenario design.

Computer-aided design system – an automated system that implements information technology performs the functions of design, is a logistical system designed to automate the design process, consisting of staff and number of technical, policy and other means of automation of its operations [1].

Using CAD allows solving the following economic and industrial problems:
- Fighting for the enhanced functionality of the products;
- Improved reliability and accuracy;
- Optimization of production cost;
- Fighting for the buyer;
- Accelerating production cycle;
- Short-term operation.

In the life cycle of industrial products, CAD solves the problem of automating during the design and production preparation.

The main objective of the CAD – improving the efficiency of work of engineers, including:
- Reducing the complexity of the design and planning;
- Reduction of the design;
- Reducing the cost of designing and manufacturing, reduction in operating costs;
- Improving the quality and feasibility level design results;
- Reducing the cost of natural modeling and testing.

Structurally CAD consists of the following modules: [1]
1. Designing mechanical components and their interaction;
   1.1. Designing of the general form of the product;
   1.2. Designing of construction;
   1.3. Calculation of the strength of all parts and components;
   1.4. Kinematic calculation;
2. Designing electrical circuits;
   2.1. Development of electrical circuits, printed circuit boards, the choice of components;
   2.2. Simulation system;
   2.3. Creation system technical documentation.
Review of methods of design CAD. We can distinguish two fundamental approaches in the design of CAD in terms of information flow [2]:

- Integration “with each other”
- Integration using the integrating module

Integration of “everyone with everyone”. This traditional approach to integration of systems, which establishes specialized communication interfaces for each pair of communicating applications (Fig. 1).

This approach is good for some applications. When it is large, the work does not practically. Furthermore, it does not allow to build a qualitatively new requests to the combined data, i.e. qualitative gains from combining the data is not [2].

Using this approach, we have N systems, each system has a connection with multiple systems (from 1 to N – 1), so for the whole system it is necessary to create from N to \( \frac{N(N-1)}{2} \) pairs of the data transformations “\( W_i - W_j \)”, and/or “\( W_j - W_i \)”.

Integration using the integrating module (Application Service Bus). This approach implies the existence of a link between all the modules via Application Service Bus. It manages all available modules of the system, and is responsible for the interaction between the modules, data conversion (if needed), and quality control of the performed work (Fig. 2).
Using this approach minimizes the cost of adding new modules and upgrades of current, reduces maintenance costs of the system as a whole, and simplifies the management of data flows in the system [3].

**Typical problem of integration.** The interaction of two or more application systems through the exchange of data.

Required components for integration:

1. Adapters applied to ASB systems for sending and receiving messages.
2. ASB, which should consist of at least:
3. Transport System
4. Conversion of data format messages
5. Routing (content) messages between application systems.

When using the Service Bus Applications we have $N$ systems because each system is connected only to the Integrator, then the whole system is necessary to create $N$ pairs of data transformations of the form “$W$-Integrator”, “Integrator-$W$”.

The advantages of this approach are obvious, but it requires the creation of an intermediate format, which should be strictly standardized (Fig. 3).

![Format conversion mechanism](image)

**Fig. 3. Format conversion mechanism**

In different types of CAD formats use different writing data. For example, image data recorded in the different CAD systems in the form of vectors (AutoCAD, a compass), and in the form of objects (SolidWorks). These record formats reflect declarative component design data $P$. Tables, text, mathematical formulas, used to describe the definition of the object and thus are included in $P$.

$$P = P_g^*P_{tb}^*P_m^*$$

Here $P_g$ is graphical; $P_{tb}$ is tabular; $b$ is textual; $P_m$ is mathematical aspects of the data representation.

Declarative representation of the data reflects the essence of the object in the description of its static parameters. Parameters such as size, weight, material allow clearly and unambiguously define the steady state of the object. Usually the result of an object design using CAD is set just such data. In the process of designing a static description of the object plays a big role. Designer in the design process solves the problem of constructing an object from components, combining them with the static parameters.

Many data formats used by different software from different vendors, and therefore these formats have become a kind of standard. Such as, for example, dwg [5] – graphic presentation format for AutoCAD and Autodesk's Compass, db and dbf formats for tabular data systems dBase, Clipper, Paradox, sql format for
In most CAD commands are used for constructing the standard elements of the set $X$, and usually record formats similar teams in different CAD systems coincide. Write commands graphics reflect procedural component design data processing commands $T$. Tables, text, mathematical calculations are also included in $T$.

$$T = -T^g \cup T^h \cup T^\omega,$$

where $T^g$ is numerous commands of the graphic processor, $T^h$ is numerous commands spreadsheet processor, $T^\omega$ is numerous commands word processor, $uT$ is numerous commands mathematical processor.

Solution of the problem is the construction design of the coupled system descriptions of circuit elements. Operator implements communication between the descriptions of objects from a set of standard elements of $X$. For example, the standard elements of "point" and "line" may correspond to the operator "starts" that implements the expression "line starts with a dot."

In summary, the system descriptions of the design object as follows:

$G = (P, T, K)$, where, $P, T$ are set of design object descriptions, $K$ is stereotyped relations between descriptions of the object.

The presence of $G$ in the $T$ component creates preconditions for the unification (integration) procedural data object to be created, cultivated in different systems and automation tools.

Thus, for example, the line being one of the elements of the assembly drawing, described in terminology reflects graphical aspect $Pg$ declarative components $P$ design data from a set of $X$ standard elements. Command of the program processor that implements the construction of the line reflects the graphic aspect of the procedural components of $Tg$ in $T$ project data from a set of $X$ standard elements that formed and described of the proposed facility. Construction of the line relative to other standard cells is regulated by a variety of drawing operators $P$, interoperable drawing elements from the set $X$ of standard elements. Similarly, for other aspects of data.

Consequently, in modern CAD are implemented various ways to specify data, acceptable to design documentation, and created the preconditions for the development of methods and means of dynamic data integration.

A variety of classes of design operations in accordance with the level of complexity of project tasks and qualifications assure the combination of design operations and their use as a whole.

Simplicity and convenience of operations for the joint processing of graphics, text and spreadsheet object descriptions.

Support and combine object-oriented and subject-oriented descriptions of design processes with the ability to connect descriptions of the processes.

Evolutionary development, provide feedback based on the logging of user actions used in conjunction with data and their further structuring.

The accumulation of knowledge acquired for the subsequent synthesis of executable elements that allows developing evoloutional system and configuring it to various classes of design objects.
Simplicity and convenience of management conversational interaction provides a unified operations dialog interaction kernel environment and a textual description dialogue procedures.

**Conclusions.** It is proposed a new approach to the solution of the computer-aided design of complex objects. It supposes to unit separate CAD-systems.
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DYNAMIC DATA INTEGRATION IN THE DESIGN OF WIND-POWER PLANT

It is proposed a power plant represented a combination of turbo rotors: Darrieus and Savonius. It is showed that the optimal construction of this power plant is possible only by use the computer-aided design system. The structure scheme of computer-aided design system is developed.

Computer-aided design allows you to carry out the design in automatic mode and involves solving the following task: construction calculation to ensure maximum intake factor of wind power and the possibility of efficient operation at wind speeds below 2 m/s. The problem is to create an installation that is both effective in low winds of Ukraine and at the same time cost-effective in the production of energy. It should be divided into two separate sub-tasks – development Darrieus rotor that produce user-defined power and development of Savonius rotor that will ensure the largest possible reduction in starting torque of the total installation.

Below in Fig. 1 shows a block diagram of computer aided design installations.
Applications are made in the software package from Oracle. The project itself is made in the programming language Java due to the ease of integration programs written in that language, with different control systems. Thus the rank, the same code can be run under the operating systems Windows, Linux, FreeBSD, Solaris, Apple Mac, etc. This becomes very important when programs are loaded through the Internet and are used on different platforms. The first stage of work is to calculate the output parameters of the Darrieus rotor. Thus the main input parameter is the output of powerful rotor. Next, the program will perform the optimization of the parameters of the rotor Darries and display all possible structures that satisfy the input parameters. The next stage of the program is to calculate the Savonius rotor for maximum available geometrical parameters (height and width are limited size of the Darrieus rotor). The main output parameter is the starting moment whose value should be maximized to ensure minimal rotor momentum. After optimizing the parameters of both rotors it is necessary to recalculate starting torque and output power for both units.

**Problem statement.** Today, there are dozens of software products designed to meet the challenges of each stage of computer-aided design. Therefore, there is no need to deal with each individual task to create new software components that can solve such problems. From an economic point of view and from the point of view of simplicity of design makes sense to combine existing software products in an integrated suite of software products for the task.

**Method of solution.** To achieve this goal it is necessary to solve the following problems:
1. Choosing N software (W1, W2, W3, ..., WN), sharing which can solve the problem of automating the design of a product;
2. Methodology CAD design from the standpoint of redirecting information flows;
3. Integrating data in a single information process.

The first stage is unique for each separate task and depends on the capabilities and preferences of the customer, hence there is no optimal algorithm for solving this problem. Here an individual approach is used.

Standard business requirements:
- Guaranteed delivery of messages and single;
- Reliable operation with network, software and hardware faults (fault tolerance);
- High performance;
- Short development cycle for the integration project;
- The ability to easily build and reuse components;
- Low cost of ownership and maintenance of the system.

Standardization of data:
- As a standard message, body accepts standard XML;
- As a standard interface, description system accepts standard XSD;
- As a standard, modified standard XML messages accept XSLT;
- As a first access to the message body language, take XPATH;

These standards are well established and have wide support.
In practice, not all systems support XML-interface for data exchange. In this case, it is necessary to use ASB transformation services message format in XML-messages.

![Diagram](image-url)

**Fig. 2 Format conversion mechanism**

If C1 and C2 formats – not XML, converters may be a specific software product. Nevertheless, even in this case, the conversion from XML in a simple straightforward format (e.g., comma delimited) can be performed using XSLT-transformation. Steps to change formats you can easily make at the ASB level. Received by ASB data will be converted to the intermediate XML format, and the output will be converted to the format of the recipient. Application systems themselves do not need to be reworked in this regard, because all conversions are performed at the level of ASB.

If the format is XML, the conversion can be performed by means of XSLT transformations.

The most common mode of transmission was and is still working through the files. Some systems for interaction do the following: perform a data dump of C1, file transports by mail or through the carrier and loads into C2, and all operations are performed manually. This process does not meet the requirements of modern business.

File should be available for adapters that will pick up a directory of files and send them as messages to the server message queue of ASB. In addition, they must be configured to accept messages from the server. The best option is invariant to the OS adapters, for that purpose are perfect adapters, written in JAVA. Invariance of the software is very important because there are many products that work not only on Windows, but also on Linux, AIX, Sun Solaris, and others. Mostly, it does not matter which operating system is required for the server messages.

Having defined the general scheme of interaction modules, you must determine what kind of formats and data types used in today’s CAD systems.

**Conclusion.** Presented CAD with an integrated environment introduces a new approach to managing the design process. Used in the proposed medium scenario design can greatly simplify the work of the designer. Available in medium monitor provides the flexibility of design processes with a flexible structure description of design procedures in the scenario design. Properties listed above for such CAD, coupled with the ability to integrate data of various aspects of
presentation in a single information process, this system is isolated in a special class of software employed to integrate heterogeneous data.

However, investigated CAD with integrated environment does not have sufficient properties to assign a class to its CAD implementing dynamic data integration. This system is a tool for creating applied (final) CAD. The system has all the advantages presented only in the process of creating the ultimate CAD. During the operation created the ultimate CAD provides the designer the opportunity to log only project operations not provided for scenario planning.
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GEOMETRIC SIZES DETERMINATION OF CLEAN ZONES

We considered the construction of mathematical models in the "clean room". Defined the structure of mathematical models and suggested the algorithm of modeling the dynamics of pollution on the basis of the finite element method.

Introduction. In semiconductor production among all processes included in a wafer processing requires the most rigid control of the purity of air in the workplace.

Since the main contribution to the pollution of the environment in a clean production room (CPR) accounted for the operator and process equipment, there is a trend to the local clean volumes, free from human presence. Thus the major air pollutant becomes an atmospheric aerosol which was missed by the high purity filter, ie the fraction of submicron aerosol.

Properties of increasing its size with increasing relative humidity $\varphi$ have only hygroscopic (hydrophilic) particles. Therefore it is important to analyze the nature of aerosol particles which are present in the clean room, their origin, as well as their impact on the quality of microelectronic products.

Particles are formed by mechanical friction, may remain after the grinding of silicon wafers. In the air guide networks because of erosion of the inner pipe surfacemicroparticles are formed as well as the air flow may comprise solid particles of salts formed in the irrigation chamber at the contact of air with water [1]. Minor decrease of density in fine air filters can greatly reduce their effectiveness. Powerful source of technologically very dangerous aerosol are leaking exhaust system oil.

Intensity of oil mist generation consisting of droplets ranging in size from 0.01 to several microns, is very high. Generators of aerosol particles are all moving and friction knots, joints, control elements, a places subjected to thermal shock and vibration. The main source of aerosol particles is a human. Microparticles in 60% of cases are the cause of defect, of which the share accounted for man is 40%.

As impurities in the air of the room may present different gases in the residual amount, as well as a pairs of chemicals and organic solvents. Large molecule gases such as NO$_2$, H$_2$S also cause contamination during wafer processing. At a concentration of Oxidant about $10^{-8}$% on unexposed areas during photolithography process photoresist islands are observed. This is the result that in a negative resist and unexposed areas the cross-linking reaction is also developed.

Depending on the chemical properties of the microparticles a serious impediment can be both large and ultrafine particles. The required purity of the air, corresponding to a given class CPR exists only at a certain height from the final filter to the place of wafer processing. During the dust generation indoors large particles fall down, and small scatter in different directions and, if not picked up by the flow of conditioned air, are accumulates in stagnant zones of CPR.
Water Microdroplets that present in the air can absorb soluble gases (SO₂, NO) and the oxidant (H₂O₂, ozone) which react in a liquid phase with the production volatile substances.

**Theory of condensation growth of aerosol particles under saturation conditions.** Solutions of the task of condensation droplet growth are studied in [2], [3], [4] and many others [5-9].

The system of equations describing the transport of heat, steam and drops growth, or droplet with \( r < 30 \) micron evaporation can be represented as:

\[
\frac{\partial \rho}{\partial t} = D_n \Delta \rho
\]

\[
\frac{\partial T}{\partial t} = \chi T \Delta \rho
\]

\[
\frac{\hat{m}}{\partial t} = 4\pi r^2 D_n \frac{\partial \rho}{\partial r} \mid_{r=R}
\]

where \( \rho, D_n \) - the density and the diffusion coefficient of the pair respectively; \( T, \chi \) - Temperature, thermal diffusivity; Air (i = 1) and the liquid (i = 2); \( m \) - the mass of the droplet surface.

Equation must be solved under the following conditions:

1. \( \rho, T \rightarrow \rho_\infty, T_\infty \) \( r \rightarrow \infty \);
2. \( \rho, T \rightarrow \rho_0, T_0 \) \( r = R \);
3. \( LD_n \frac{\partial \rho}{\partial r} + k_1 \frac{\partial T_1}{\partial r} + k_2 \frac{\partial T_2}{\partial r} \) \( r=R \) = 0,

where \( L \) - the heat of condensation; \( k_1 \) and \( k_2 \) - the coefficients of thermal conductivities of air and water, respectively.

And \( \chi = \frac{k}{\rho c_p} \), where \( c_p \) - specific heat of a substance.

However, this system also in practical calculations leads to a rather complex mathematical calculation. Further simplification can be done if the external conditions (temperature, pressure) are changing very slowly, using the so-called quasi-stationary approximation.

The Drop Growth in the atmosphere can be considered quasi-stationary approximation, not taking into account the internal and external convection and taking into account as an amendment temperature jump at the drop surface and concentration jump.

**Mathematical description of heat and mass transfer processes.** As shown above, the coarsening of particles due to the condensation with changes in relative humidity. This change can be observed not only in the air entering the clean room from the outside, but a certain gradient of relative humidity change takes place in the room due to changes in temperature fields, pressure, partial pressure of steam in the presence of air flow.

All the pattern of distribution of heat and humidity fields in the room can be described by the following system of differential equations:
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Here $u$ and $v$ - the velocity components along $x$ and $y$; $p$ - pressure; $T$ - temperature; $P_{v0} = P_1/p$ - a relative partial pressure of steam; $p$ - density of the air; $\nu$ - the kinematic viscosity of air; $a$ - the thermal diffusivity of the air; $D_{v0}$ - diffusion coefficient of water vapor; $c_p$ - heat capacity; $I_q$ and $I_0$ - sources.

First equations (Navier-Stokes equations) describe the motion of a viscous incompressible medium in the space (and the continuity equation of conservation of momentum). The last two characterize the distribution of temperature and relative partial vapor pressure, isothermohydrometric field cleanroom.

Conclusion. Improved integration of VLSI imposes more stringent requirements for air quality (number of dust, temperature and humidity) in clean rooms. Transition to clean local volumes, allowing to exclude contamination introduced by the operator and the equipment, leads to the fact that the main source of atmospheric aerosol pollution becomes. Mathematical modeling of the internal environment of the clean room, conducted using a known system of differential equations of heat and mass, allows the characterization of the velocity distribution of the air temperature. Relative partial pressure of water vapor in the room.
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The task of integrated intellectual diagnostic system design is considered. This system is used for the diagnosis of tumour. The apparatuses of computer tomography and supersonic researches are used as the components of integrated intellectual diagnostic system. The results of computer tomography and supersonic researches diagnostics are used as inputs of artificial neuron net.

Ukraine is the second largest cancer diseases country in Europe. Every day in Ukraine get sick about 450 people and 250 people die from this disease. According to the data of the Cancer Institute in 2009 961,183 person were officially registered in oncology centers. It is just officially registered, and how many people die from cancer without the proper diagnosis for one or another reason.

In last ten years the number of cancer patients increased by 25 % and every year this disease is steadily increasing by 2.5 – 3 %, and in addition cancer gets younger. It turns out that for life every fourth person gets cancer.

Early diagnosis of cancer is impossible without screening. Ideology of screening is based on the fact that the usual clinical research does not provide the detection of cancer at early stages. Therefore it is clear and reasonable to use such tools and diagnostic means which would be found tumour so early as it possible.

Currently, diagnosis of cancer on radiographs and photographs ultrasound research (USR) is the best known method. However, due to the fact that images can be large working area, about 10 – 30 % of the visible cancer tumors can be unnoticed or be incorrectly identified as a result of the influence of human or technical factors.

There are two common methods of digital fluorography. The first method, as well as normal chest X-ray, uses photographs image on the fluorescent screen, but instead of X-ray film used charge-coupled device (CCD). The second technique uses a stratified cross-scan of the chest fan-shaped X-ray beam to the detection of transmitted radiation linear detector (similar to a conventional scanner for paper documents, where the linear detector moves along a sheet of paper). The second method allows you to use much smaller doses of radiation. Some lack the second method – more time imaging.

Tomography is the process of X-ray imaging, which is the most important method for the detection of pathologies. According to most researchers percentage reliability tomography in the diagnosis of cancer is 70 to 90 %.

X-ray computed tomography is a tomographic method study of human internal organs using X-rays. Ultrasound (US) is a non-invasive study of the human body by means of ultrasonic waves.

Of particular interest is the use in the diagnosis of the Doppler effect. The essence of the effect is to change the frequency of the sound due to the relative
motion of the source and receiver sound. When the sound is reflected from a moving object, the frequency of the reflected signal varies (there is a frequency shift.

**Structure of automated diagnostic system.** Consider the functions performed by units Fig.1. Formation of the input data for the system diagnostics is carried out by applying an input device ready MRI image as a discrete image, or transfer images directly from the device MRI. After image processing specially designed software output as a presumptive diagnosis fed to the output device. Quality is determined by the operation of the diagnostic system to a greater extent the quality of the unit with the developed software. The example of MRI image is presented on Fig.2.

In medicine, the use of artificial intelligence allows you to make decisions at the level of a highly qualified specialist in the absence of his own. In this case, neural networks have several advantages compared with ES for example. It does not require a clear formalization of data. Neural networks make decisions based on experience gained by themselves. Decision taken by the neural network, is not definitive. Network issues a decision with the degree of confidence, that give to user opportunity to estimate its response. Neural network allows to simulate the situation decision. Neural networks provides high speed of answer ( fraction of a seconds), so it can be used in dynamical systems requiring immediate decision. Capabilities of neural networks (correction of the classification model, minimizing the learning parameters, etc.) allow you to determine the direction of scientific research. Neural network technology is widely used in the diagnosis, as it is a special case of the classification of events. They have ability to carry out such a classification, generalizing previous experience and apply it in new cases.

![Fig.1 Functional diagram of the intelligence processing system](image-url)
The main stages of intelligence processing system development, such as image processing and neural network functioning. First of all, developed processing system must correctly execute the MRI images processing (MRI scans inputs to the system as a discrete image).

Image processing and analysis - is step by step procedure, which depends on the results of the previous stage. To accomplish our task, the picture must go through several such stages.

The algorithm block-diagram of system processing is presented on Fig. 3. The resulting binary, contoured image is input to the neural network (perceptron). The image comes in the form of a matrix of pixels. Image recognition and classification uses the following algorithms of ANN training.

Firstly we can formulate general rules for perceptron training.

Let’s suppose the vector X comprises a recognizable feature values of the image (pixels) - (x1, x2, ...,xn), which are multiplied by the corresponding components of the vector of weights W - (w1, w2, ...,wn). These products are summarized. If the sum exceeds a threshold \( \Theta \), output OUT is equal to the neuron unit, otherwise - zero.

Pattern X sent to the system input and then calculates output OUT. If OUT is correct, nothing changes. But, if the output is wrong, weights attached to the inputs starts modification to increase system error.

Method consists of the following steps:
1. Selection of input image.
2. Transfer of characteristic image value to the perceptron input and OUT calculation.
3. If the output is correct, follow to the first step.
4. If output is wrong and equal to zero, then summarize all inputs values to their corresponding weights; if the output is wrong and equal to one, then subtract from weights all corresponding input values.
5. Follow to the first step.
For developed by me multilayer perceptron most appropriate is back propagation algorithm.

**Fig. 3 Algorithm block-diagram**

- Input image
- Noises filtering
- Segmentation
- Image binarization
- Obtained image processing by the ANN
- Decision making

**Fig. 4 Designed perceptron architecture**
At each iteration of the back propagation algorithm neural network weight coefficients are modified to improve the example solving. Thus, one-loop optimization problem solved during the training process.

**Conclusions.** It is proposed the procedure of an intelligence image processing. It is shown that the best solution is the use of artificial neuron nets, for example perceptron.
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THE OPTIMAL REDISTRIBUTION TIME OF SIMULATOR TRAINING

The process of helicopter pilots training by simulator is considered. It is analyzed the aviation accidents due to human factor. It is proposed the way of estimation of helicopter pilots training efficiency in the simulator.

Nowadays, accidents are mostly attributable to the human factor, 80 – 90 % from all accidents, and, unfortunately, existing methods have not led to improvement of safety.

Pilots work is the most difficult type of human activity, consequently training is difficult as well. The process of professional training includes a wide variety of instruments and devices. The level of training should mainly guarantee safety. Since graduate flight school immediately take jobs in the crew of the helicopter.

Accident analysis and preconditions shows that factors such as the mistakes in flight operations, omissions and deficiencies in the organization and management of flights and aircrew training methodology, errors in piloting technique and operation of aviation equipment determines the overall accident rate and the reasons for them, they are notorious for its repeatability[1]–[5]. This causes the need to improve the organization and methodology of flight training for flight crews. For today the best way of pilot’s training is to use simulators of different time. Unfortunately the training time is limited. So it is existed the important task of optimal redistribution the time of training.

Statement of the task. It is known the whole time of training, and a number of pilot’s skills that have different important in piloting processes. It’s necessary to redistribute the time of training in such way that to improve the effectiveness of training.

Review of known methods. The disadvantage of the well-known approach to the creating of an educational plan (Fig. 1) and, in particular, in the planning of learning on the computer, is their reliance on the so-called term “average student”. However, even at constant composition of subjects skills individualization, redistribution of time for their development is relevant, taking into account the ability of each student and the complexity of the skills. This ability depends primarily on the quality of training or ”progress” in the early stages and the degree of degradation throughout time (the ability to remember or forget given material).

Thus, it is necessary to study these abilities, which means to form a mathematical model of the quality of training and to estimate the parameters of the model for each individual group. Band which was obtained allows to formulate and to solve the direct problem of optimal scheduling of flexible learning, which should provide a positive effect, and its implementation is available in the computer lab.
It’s necessary to take into account the disadvantage of the well-known approach. We take into account the most important factors affecting the development of one skill:

1. Coefficients which show the rate of influence of the human factor (significance coefficients);
2. Level of development of next skills, when current skill is based on previous;
3. Degree of degradation or “forgetting” previous skills, when next skill has to be developed;
4. Speed of skill development.

**Algorithm of training optimization on the simulator.** The algorithm of redistribution is based on the solution of the next tasks: the determination of coefficients which show the rate of influence of the human factor (significance coefficients), the estimation of level of development of next skills, when current skill is based on previous, the determination of the degree of degradation or “forgetting” previous skills, when next skill has to be developed, the estimation of the speed of skill development.

**Construction of a graph to display optimization**

The graphs consist of two axes:
- x-axis (time intervals) shows how much time you need to master a given skill based on the significance coefficients
- y-axis (performance measurement). We assigned a numeric value to a training, for example, the average loss if pilot makes error on a single helicopter flight training.

Move on to building graphics for the x axis, we determine the optimal time for training for each skill $T_{max}$ (their will be 3), taking into account the factor of significance, the Y axis will be based on the efficiency of exercise.

How the mark which estimates efficiency behaves with the increase of time dedicated for education? Obviously, trained pilot is safer than untrained. Training requires time. It is possible reasonably enough to suppose that exists some training...
time $T_{\text{max}}$ for the gaining certain skill. At time of educating more than $T_{\text{max}}$ gain of experience is absent.

At time of educating, insignificantly different from $t = 0$, admitting of specialist to the flight will bring the most major damage, thus the subsequent educating will result in reduction of this damage. Thus, time of educating is inequivalent on efficiency, and increase of efficiency certainly described by the function of decline of amount of errors from duration of training. It will be shown further, that reduction of training value $T_{\text{max}}$ allows to increase a general size of prevented mistakes which cause damage (risk, fine).

![Fig. 2](image)

We will enter the concept of functional of efficiency of the single training, qualitatively repeating the functional of errors, it’s numeral values for time of completion of training of $t = T_{\text{max}}$ are set from a condition, that general area (or certain integral) is equal to the value of middle damage when a specialist makes an error on the topic of the single training on real helicopter.

**Conclusion.** In this work we figured out the disadvantage of the well-known approach to the creating of an educational plan and, in particular, in the planning of learning on the computer, is their reliance on the so-called term “average student”. And, even at constant composition of subjects we performed skills individualization, redistribution of time for their development, taking into account the ability of each student and the complexity of the skills. This ability depends primarily on the quality of training or “progress” in the early stages and the degree of degradation throughout time (the ability to remember or forget given material).
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Possibilities of correction of inertial navigation systems from correlation extreme navigation systems, which work by terrain relief, were considered. Methods of investigation are mathematical and programming simulation. At simulation modeling the studied system is replaced with its simulator, with what machine experiments are made. The modeling usage allows estimating of the system performance, to carry out the most efficient coefficients for INS correction.

**Introduction.** Inertial navigation system is a universal navigation system for determination of trajectory motions, angular coordinates (roll, pitch and heading angles) and other parameters of the aircraft. Unlimited increasing of errors in time is essential disadvantage of INS, so the methods of correction of these systems are of great importance. For elimination of these factors the complexes, which provide the INS correction, are developed.

INS can be corrected by means of the satellite navigation system. In this complex the increasing of such parameters as accuracy of determination of coordinates, altitude and speed, clarification of heading, roll and pitch angles are provided. The main disadvantage of SNS is not high disturbance protection. During SNS rejection the correlated extreme navigation system can provide automatic correction of current coordinates.

Correlated extreme navigation system is the system of processing of information, which is represented as random functions (fields); it is assigned for determination of coordinates of motion. Navigation with usage of CENS is performed by means of information, obtained from geophysical fields with random structure, parameters of which are closely connected with definite parts of Earth surface.

The correlation between horizontal and vertical channels, foreseen in the structure of CENS, allows estimation of absolute altitude of flight using vertical accelerometer of inertial system, radio altimeter and on-board relief map. It provides possibility of INS correction in continuous mode. CENS error decreases in time, because clarification of relief by standard map is executed, and a quality of INS correction will increase.

So, CENS can be recommended as system for INS correction during a long time of both systems work.

**Problem statement.** Let’s consider navigation complex, which includes all three channels of INS, they measure coordinates of spatial $(x, y, H)$ and angular $(\phi, \gamma, \psi)$ position of the aircraft, radio altimeter, and onboard computer with relief map $f(x, y)$, recorded in its memory.
Data fusion of listed input information will be realized with the purpose of determination of errors of INS in measurement of coordinates \((\Delta x, \Delta y, \Delta H)\) and velocities \((\Delta V_x, \Delta V_y, \Delta V_H)\) of motion. Barometrical measuring devices are not included in the given navigation complex. Equations of errors of inertial systems look like:

\[
\begin{align*}
\Delta x' &= \Delta V_x, \\
\Delta y' &= \Delta V_y, \\
\Delta H_{in}' &= \Delta V_H', \\
\end{align*}
\]

(1)

where \(\delta_{jH} = \frac{2V}{R} \Delta V_x + \delta_{j1}\) - random disturbance.

If we will introduce such designation

\[
\begin{bmatrix}
\Delta x \\
\Delta V_x \\
\Delta y \\
\Delta V_y
\end{bmatrix} = \begin{bmatrix}
H_{in} \\
\Delta V_H
\end{bmatrix}^T, \quad
\begin{bmatrix}
\Delta x \\
\Delta V_x \\
\Delta y \\
\Delta V_y
\end{bmatrix} = \begin{bmatrix}
0 \\
\delta_{jH}
\end{bmatrix}^T.
\]

(1) will have canonical view:

\[
\begin{align*}
X &= \mathbf{A}(Y, t)X + \xi \\
Y &= \mathbf{\Phi}(t)Y,
\end{align*}
\]

where \(\xi\) – white noise.

In our case

\[
\mathbf{A}(Y, t) = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}, \quad \mathbf{\Phi}(t) = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

and parameters of initial distribution of vector \(X_0\) and intensity matrix \(S_x\) of noise \(\xi(t)\) are equal to:

\[
\begin{bmatrix}
m \\
\sigma
\end{bmatrix} = \begin{bmatrix}
0 \\
\mathbf{a}
\end{bmatrix}, \quad \mathbf{S}_x = \begin{bmatrix}
0 & 0 \\
0 & S_j
\end{bmatrix}
\]

where \(\sigma_{H_i}^2, \sigma_{V_i}^2\) are variances of initial errors of measurement of altitude and vertical speed; \(S_j\) is a spectrum density of noises of vertical accelerometer.

It is necessary to find the estimation of state vector \(\hat{X}\) for the time of correction of INS from the values of coordinates of CENS under condition, that error of determination of coordinates by CENS is much smaller, than cumulative error of INS about coordinates.

\textbf{Algorithm of correction of inertial navigation system on the base of terrain relief.} Transient curves and steady-state values of vertical parameters of motion, which are estimated, calculated for:
\( \sigma_{H_1} = 1500\text{m}, \sigma_{V_1} = 5\text{m}\text{sec}^{-1}, \sigma_\alpha = 10\text{m}, \sigma_\tau = 4\text{sec}, \sigma_j = 2 \times 10^{-4}\text{m}\text{sec}^{-2}, \tau_f = 1\text{sec} \).

Block diagram of designed system according to the given conditions is represented on the following Fig.1.

Equations of errors of system “INS with position+velocity correction”:

Let’s designate:

\[ \Delta S_l = S_i - S \quad (2) \]

where \( \Delta S_l \) is the error of coordinate \( S \);

\[ \Delta V_i = V_i - V \] is the error of measurement of velocity \( V \);

\[ \Delta \dot{V}_i = \dot{V}_i - \dot{V} \] is the error of measurement of \( \dot{V} \).

Fig.1

Let’s write the equation for adders 1, 2 and 3 of block diagram:

\[ \dot{V}_i = \dot{V} + K_4 (V_c - V_i) + K_2 (S_c - S_i) - \beta g + \Delta \alpha; \]

\[ \dot{\beta} = -P \dot{R}^{-1} + V_1 R_0^{-1} + K_2 (V_c - V_i) + \omega db + K_2 (S_c - S_i); \] (3)

\[ \dot{S}_i = V_i - K_1 S_i + K_1 S_c. \]

\[ V_c - V_i - V = (V_c - V) + (V - V_i) = \Delta V_c - \Delta V_i \]

\[ S_c - S_i - S = (S_c - S) + (S - S_i) = \Delta S_c - \Delta S_i \]
\( \beta \) is the small angle that characterizes the error of INS leveling;
\( \Delta \alpha \) is the error of accelerometer;
\( \omega_{dr} \) is the angular velocity of INS drift;
\( S_c = S + \Delta S_c \) is the readings of position controller; \( \Delta S_c \) is its error.

Let’s rewrite equation (3) taking into account expression (2) as following:

\[
\Delta \dot{V}_i = \dot{V}_i - \dot{V} = K_4 \left( \Delta V_c - \Delta V_i \right) + K_3 \left( \Delta S_c - \Delta S_i \right) - \beta g + \Delta \alpha
\]
\[
\Delta \dot{V}_i + K_4 \Delta V_i + K_3 \Delta S_i = K_4 \Delta V_c + K_3 \Delta S_c - K_2 \Delta S_c - \beta g + \Delta \alpha;
\]
\[
\dot{\beta} = R^{-1} \Delta V_i + K_5 \Delta V_c - K_5 \Delta V_i + \omega_{dr} + K_2 \Delta S_c - K_2 \Delta S_i
\]
\[
\dot{\beta} = R^{-1} \Delta V_i + K_5 \Delta V_i + K_2 \Delta S_i = K_5 \Delta V_c + \omega_{dr} + K_2 \Delta S_c;
\]
\[
\Delta \dot{S}_c - \Delta \dot{V}_i + K_1 \Delta S_i = K_1 \Delta S_c.
\]

Transforming expression into the Laplace operator form and taking into account the initial conditions we will obtain:

\[
p \Delta V_i(p) + g \beta(p) + K_4 \Delta V_i(p) + K_3 \Delta S_i(p) =
\]
\[
= K_4 \Delta V_c(p) + K_3 \Delta S_c(p) + \Delta \alpha(p) + p \Delta V_i(0);
\]
\[
p \beta(p) - R^{-1} \Delta V_i(p) + K_5 \Delta V_c(p) + K_2 \Delta S_c(p) =
\]
\[
= K_4 \Delta V_c(p) + \omega_{dr}(p) + K_2 \Delta S_c(p) + p \beta(0);
\]
\[
p \Delta S_c(p) - \Delta V_i(p) + K_1 \Delta S_i(p) = K_1 \Delta S_c(p) + p \Delta S_i(0).
\]

Let’s designate: \( X(p) = \left[ \Delta V_i(p), \beta(p), \Delta S_i(p) \right]^T \) is state vector of the system.

Let’s also designate:

\[
f_V(p) = K_4 \Delta V_c(p) + K_3 \Delta S_c(p) + \Delta \alpha(p) + p \Delta V_i(0);
\]
\[
f_\beta(p) = K_5 \Delta V_c(p) + \omega_{dr}(p) + K_2 \Delta S_c(p) + p \beta(0);
\]
\[
f_S(p) = K_1 \Delta S_c(p) + p \Delta S_i(0).
\]

Column vector of absolute terms of system \( \Phi(p) = \left[ f_V(p), f_\beta(p), f_S(p) \right]^T \),
and \( \Delta(p) \) is the characteristic determinant of considered system, which has the following form:
\[
\Delta(p) = \begin{bmatrix}
K_4 + p & g & K_3 \\
K_5 - R^{-1} & p & K_2 \\
-1 & 0 & K_1 + p
\end{bmatrix},
\]
(4)

And the equation of considered system can be expressed as \(\Delta(p) X(p) = \Phi(p)\).

According to equation (4) the characteristic equation can be written as following:

\[
F(p) = (K_1 + p)(K_4 + p)p - gK_2 + K_2 p - (K_5 - R^{-1})(K_1 + p)g = 0
\]

\[
p(K_1 K_4 + K_1 p + K_4 p + p^2) - K_2 g + K_2 p - g(K_4 K_5 - R^{-1}K_1 + K_5 p - R^{-1} p) = 0
\]

\[
K_1 K_4 p + K_1 p^2 + K_4 p^2 + p^3 - K_2 g + K_2 p - K_1 K_5 g + R^{-1}K_1 g - K_5 p g + R^{-1} p g = 0
\]

\[
p^3 + p^2 (K_1 + K_4) + p(K_4 K_5 - K_5 g + K_3 + R^{-1} g) - g(K_2 + K_4 K_5 - R^{-1} K_1) = 0
\]

Let’s suppose:

\[
(\rho + \omega)(\rho^2 + 2\xi \omega \rho + \omega^2) = \rho^3 + 2\xi \omega \rho^2 + \omega^2 \rho + \omega \rho^2 + 2\xi \omega^2 \rho + \omega^3
\]

\[
\rho^3 + p^2 (2\xi \omega + \omega) + p(\omega^2 + 2\xi \omega^2) + \omega^3 = 0
\]

\[
\omega = 0.001
\]

\[
\xi = 0.7
\]

We obtain such equations:

\[
K_1 + K_4 = 2\xi \omega + \omega = 2 * 0.7 * 0.001 + 0.001 = 0.0024 = 2.4 * 10^{-3}
\]

\[
K_4 K_5 - K_5 g + K_3 + R^{-1} g = \omega^2 + 2\xi \omega^2 = 0.000001 + 0.0000014 = 0.00000014 = 2.4 * 10^{-6}
\]

\[
g(K_2 + K_4 K_5 - R^{-1} K_1) = \omega^3 = 10^{-9}; g(R^{-1} K_1 - K_2 - K_4 K_5) = 10^{-9}
\]

\[
R = 6.371 * 10^6 m
\]

\[
\frac{1}{R} = 156.96 * 10^{-9} m^{-1}
\]

\[
\frac{1}{g R} = 1.538 * 10^{-6} sec^{-2}
\]
$K_2 = K_5 = 1$

$156.96 \times 10^{-9} K_1 - 1 - K_1 = 10^{-10}$

$-0.999998431 K_1 = 1.00000000001$

$K_1 = -1$

$K_1 + K_4 = 0.0024;$

$K_4 = 0.0024 - K_1 = 1.0024;$

$-1.0024 + K_3 - 9.8 + 1.538 \times 10^{-6} = 2.4 \times 10^{-6}$

$K_3 = 10.8$

By means of calculated coefficients of correction we simulate the scheme “INS with velocity and position correction” in Simulink (Fig.2).

We obtain the graphs of leveling (Fig.3), coordinate (Fig.4) and velocity (Fig.5) errors. Steady-state value of leveling error is -0.35. Steady-state value of leveling error is -0.35. Steady-state value of leveling error is -23.24. Steady-state value of leveling error is -0.8.
Conclusion. Novel technique of INS application together with CENS is used for INS correction. Combining of INS with CENS yields promising results. Using complex ICENS is a good approach in terms of full autonomy, reliability, efficiency and accuracy. However, the placement of such system requires further research. The task was to develop an algorithm support of ICENS. The developed product allows INS correction. Recurrent-searching estimation of aircraft coordinates was applied for this.
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ON STABILITY PROVIDING METHOD OF CONTINUED FRACTION APPROXIMATION

Approximation stability problem in using continued fractions for process identification is considered. Algorithm of altering experimental sequence to be used for continued fraction convolution in order to guarantee stability of approximation is proposed.

Using continued fractions as a general mathematical apparatus for approximations is a prospective approach in system identification which has a great number of advantages such as quite good calculation stability, possibility of effective implementation on the basis of modern microcontrollers... [1]. This prospective approach can be used for both parametrical and structural parametrical identification identification problems, when experimental data represents sequences of measured values of input and corresponding output variables in discrete moments of time [1]–[3].

Main problems in realization of these identification approaches in practice are problems of instability and bad convergence [3]. These problems arise when the order of continued fraction approximant is too low so that approximant is insufficient to fit experimental curve well. Usually such situations take place when experimental data is affected with noise of significantly high amplitude level (in respect to wanted signal).

We propose new algorithm for identification of time-delay systems from noisy transient responses using mathematical apparatus of continued fractions and special stabilization procedure that allows to solve the problem of instability and guarantee correct steady-state value of model’s transient process.

Analog-to-digital convertors (ADC) provide information on technological process’s parameters in digital form as results of measurements in discrete moments of time. Usually sampling period of ADC is constant so that experimental data can be easily represented in a form of formal Laurent series:

\[ f(z) = c_0 + c_1z^{-1} + c_2z^{-2} + c_3z^{-3}, \]

where \[ \{c_k\}_{k=0}^\infty \] is experimental output sequence, \( c_k \in \mathbb{R} \); \( T \) is sampling period, \( z = e^{j\omega} \); \( \omega = \sigma + j\alpha \).

Continued fractions can be used for approximation of analytic functions. Continued fraction approximations take on values in the extended complex plane and may converge in regions that contain isolated singularities of the function to be represented.

Forming of continued fractions can be realized with different methods, in
this paper we consider Rutishauser’s method to be used for this purpose. Rutishauser’s method is determined by the formula [4]:

\[ f(z) = \frac{c_0}{q_{1}z^1 - q_2z^2 - \ldots - q_0} = \frac{a_0}{q_1^{(0)}z^1 - q_2^{(0)}z^2 - \ldots - q_0^{(0)}} \]

\[ = \frac{a_0}{1 - q_1^{(0)}z^{-1}} = \frac{P(c_0, (c_1^{(0)}, \ldots, c_{qz}^{(0)}))}{Q((c_0^{(0)}, (c_1^{(0)})))} \]

\[ \Delta = \begin{vmatrix}
    a_0 & 0 & 0 & \ldots & 0 & a_n & a_{n+1} & \ldots & a_{n+k+1} \\
    a_1 & a_0 & 0 & \ldots & 0 & 0 & a_n & \ldots & a_{n+k+2} \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    a_{k-1} & a_{k-2} & a_{k-3} & \ldots & 0 & 0 & \ldots & a_n \\
    a_n & 0 & 0 & \ldots & 0 & a_0 & a_1 & \ldots & a_{k-1} \\
    a_{n+1} & a_n & 0 & \ldots & 0 & 0 & a_0 & \ldots & a_{k-2} \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    a_{n+k-1} & a_{n+k-2} & a_{n+k-3} & \ldots & a_n & 0 & 0 & \ldots & a_0 \\
\end{vmatrix} \]

\[ \left| a_n \right| > 0 \text{ for all } n \]

\[ \Delta_k \] should have number of sign changes equal to the order of characteristic polynomial, that’s: \( \Delta_1 < 0, \Delta_2 > 0, \Delta_3 < 0, \Delta_4 > 0 \ldots (-1)^n \Delta_n > 0. \]
Δ’s in (3) can be expressed in terms of \{c\} and therefore, stability conditions can be formulated as a system of \(n\) nonlinear inequations:

\[
\begin{align*}
\Delta_1(c_{i_0}) &< 0; \\
\Delta_2(c_{i_0}) &> 0; \\
\Delta_3(c_{i_0}) &< 0; \\
& \vdots \\
\{(-1)^n\Delta_n(c_{i_0}) &> 0. \\
\end{align*}
\]

Let’s introduce corrected sequence \{\overline{c}\} that makes (4) held:

\[
\overline{c}_i = c_i + d_i,
\]

where \(d_i\) are correcting differences (assumed to be admissible small) that are defined based on absolute value of differences between current, next and previous values in experimental sequence.

Therefore, we can determine stable approximation with solution of optimization problem, where minimizing functional can be formulated as

\[
J = \sum_{i=0}^{n} (\overline{c}_i - c_i)^2 \rightarrow \text{min}.
\]

Then, using \{\overline{c}\} for continued fraction expansion we’ll retrieve stable approximation of order \(n\).

**Conclusion.** Such a way proposed method of identification allows to solve the stability problem of continued fraction approximations.
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SOFTWARE CONTROL SYSTEM OF SOLAR POWER PLANT

Any mechanical object must consists of hardware or software blocks that could be connected into one general control system. This kind of control system will concentrate regulations or behavior of smaller control blocks that could implement one part of control cycle and could be denoted from the general unit. This means control system could provide modularization. We will describe several modules that will form a control system of solar power plant with the meaning that each of this modules could be ejected, changed or improved.

Introduction. As known, the actual power of solar panels and their charging current value – are directly dependent on the angle of incidence for these modules on sunlight and the density of incident sunlight. Based on this, solar modules in a fixed position that is relative to the sun – brings a smaller effect then same modules with sun tracking mechanism.

Installation of solar modules on the rotaty mechanism allows us to always keep our solar panels toward the angle of inclination and the direction of sun’s motion.

Through the use of solar panels on the rotary mechanism and a constant orientation to the sun, by the angle of incidence of sunlight on the solar modules and the direction of movement of the sun across the sky, it is possible to achieve a substantial increase in the efficiency of solar cells.

Such a “modernization” of existing solar installations in comparison with fixed, can increase the production of electricity in the winter about to 10 %, and in the summer up to 40 %.

And the main part of solving this kind of task is development of control system, that has access to each valuable part of solar power plant.

Control system descriptive model of solar power plant.

Solar power plant consists of such main structural blocks:
- Accumulative power supply;
- microcontroller unit subsystem;
- motor drivers;
- feedback subsystem.

Each of this blocks represent independent part of solar power plant in general vision, where they could be modified or improved.
When we talk about software control system, we need to introduce more detailed configuration of hardware parts of solar power plant and identify responsibilities for them.

The main control subsystem of solar rotary platform is *general control unit* entrusted with solving the following problems:

- mathematical models of control;
- communication with accumulative power supply unit;
- issuing control signals to electronic circuits, such as motor drivers;
- collecting and processing of global feedback;
- providing and communicating with a computer with the state of control cycle;
- the possibility of debugging.

As the main part of the control device is used Microcontroller ARM Cortex-M3 from the company ST Microelectronic. For the purposes of mathematical models of control microcontroller has a large amount of RAM, type of SRAM.

To communicate with system units we are using I2C and USART interfaces to initiate bidirectional data exchange.

Also allow the possibility to have a "black box" as SD-cards that can be installed and extracted from the control device. During control cycle, solar power plant constantly record the current state of all units connected to the system and on the execution of the control and data from sensors that can later help in finding reasons that caused some errors in or not performing control cycle.
For communication with PC, the main control unit uses USART interface, it is a most reasonable decision, because on the market there are many possible kinds of links over USART, such as a USB-UASRT converters or RF-links.

For debugging and programming of microcontrollers at units JTAG interface and programming environment Keil MDK are used.

Solar and additional feedback unit provides two classes of sensors:
- determination of the destructive forces that could impact platform via three axes accelerometer located on cascade of solar panels. This sensors in real-time transfers data of vibrations and can generate interruption if fluctuations in one of the axes is more than recommended (recommended value can be programmed for each platform separately solar);
- light sensor, device which gives information on the movement of the sun relative to the cascade cells and normal axis. This information is a source of relative implicit feedback and used tracking management system.

Motor drivers are used to implement high-level and encapsulated logic of physical drivers control, where motor feedback lines directly fetched. This unit performs horizontally or vertically rotation that managed from main control unit with simplified signal that contains time and angle of rotation (or distance) that motor must perform.

Accumulative power supply unit is the intelligent distribution power supply, which takes all responsibilities to charge accumulator from solar power plant’s current and to ensure that all management/control units have required power to operate as desired in any global power state of the plant. This means that if solar power plant does not generate enough power, the power supply unit must use energy from accumulators.

Control algorithm. To minimize the misalignment angle and improve the current-voltage characteristics we will further consider the structure and we will propose method of controlling a solar power plant.

We will map the general mechanism of control system in block diagram form (fig. 3).

The second phase begins to initialize the system configuration and move control system units in standby mode (motor driver units, periphery of the MCU etc). After completion of the initialization phase, the control program runs.

The control system will collect all the supporting data to calculate the new position of the platform at the end of the system stage and will request enable signal from the vibration sensor. This sensor is used to determine the external conditions for the correct operation of the platform, namely vibrations of the panels because of the wind. If there are no issues with wind, control system begins regulation of mechanical platform according to the criterion of efficiency. If control system identified issues to work correctly, it runs the emergency management cycle with isolated parking platform at a fixed time. Operation of the system will continue work as long as enable signal set. When enable signal deactivated power plant goes to service mode.
As summary, electronic units of solar power plant are designed not to just implement control and management of the mechanics and solar cells, they was build by principles to make any unit reusable. This means that any part of the system, that we call “unit”, must not be highly specialized and used only for this (specific) task, it means that all of the units could be used at any future projects, that will require such functionality.
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DEVELOPMENT OF INFORMATION SYSTEM OF THE ASSESSMENT OF COMPLEXITY OF PROJECT WORKS

The materials deals with the approaches to the information system construction for analyzing work complexity. The author considers business logic and access logic to the database, as a basis of software implementation and in future presentation logic.

I. INTRODUCTION

There are several basic approaches to design an architecture of the corporate information systems in economic and financial activities filed. The following functional components of the information systems could be highlighted [1]:

1. Presentation Layer (PL).
3. Access Layer (AL), architecture of the system could be represented on the fig. 1.

Development and implementation of the work complexity information system should meet the following requirements of the business:

1. The reliability of system functioning and data storage. As far as distributed systems of the analysis are intended to be used by tens of thousands of users all around the world the reliability issue becomes very significant.

2. Security. The data that is stored in a database is usually a trade secret and any leak could lead to customers’ losses as well as system owner. Complicated mechanisms and algorithms are implemented to avoid an unauthorized access, system corruption etc.

3. System flexibility. Due to large amount of users the system flexibility meaning possibility of new versions development and releases (for all three layers: PL, BL, AL) could be provided in two-layer or three-layer architectures only.

Two-level information systems architecture should be implemented along with the relevant software in order to be used by medium business enterprises.

II. MAIN BODY

The purpose of this article is to design the information system architecture to accommodate the work complexity software development. The input and output data should be determined before information system architecture development. This data will be processed by information system and finally passed to the user.

It is used to develop the software for the mathematical model of the work complexity assessment particularly for the ‘creative potential’ aspect of the credit and factor model that is considered in the publication [2].

1.9.1
The data structure and the data interrelations are represented by the ERM model (entity-relationship model) which is intended to describe the conceptual scheme of the domain. This model helped to find out the quintessence and relations between them. Later during the database design and software development, the ERM model is transformed into the certain scheme of database based on the chosen model.

The certain entities and attributes that describe the aspects of the developed system are depicted on the schemes below. For the proposed calculations algorithms the business logic is represented as appropriate operators of the mathematical functions. The attributes are represented as relevant characteristics of aspects, namely evaluative judgments, value coefficient and observatory factor.

The data formats diversity (in terms of measurement units) that is used for work complexity assessment leads to issues of data integration within the common database with further processing.
Hence the information system structure could be represented by the software modules which are responsible for the data processing and calculations. The modular structure of the information system is depicted on the figure 2.

Fig. 2. Block diagram of the information system

The information system could be represented by the following main blocks (modules):

1. Data input module. This module is used for variable data input which characterizes the certain aspects of the particular work as well as necessary calculations. Basically this module represents Presentation Layer.

2. Aspects calculation module. Basically this is the main module of system calculations. It is responsible for the quantitative assessment of each aspect of the work model. The Business Layer is implemented here and servers to provide the necessary interconnection between all the modules as well as implementation of calculation algorithms.

3. Weight coefficients calculation module. This module belongs to BL as well. Pairwise comparison algorithms are implemented here for aspects to calculate the weight coefficients. The author suggests considering this implementation as a separate module in order to meet the requirements for calculations stated in the given technique which will remain constant and will not depend on work features.
Such approach should simplify the development process and further module operations and improvements.

4. Memory table. These tables serve as intermediate database for storing the entered values and intermediate calculations. These tables could be implemented in the relevant areas of the RAM (random access memory). Essentially all the data exchange between the calculation modules and database are performed through these tables. The access logic to DB resources (AL) is also implemented according to the approach mentioned above.

5. Database. The given group of modules comprises a wide range of databases which are responsible for the storing of constant values, different regulatory guides required for the data input and calculations.

6. Report. This module is responsible for data visualization and reports making. Reports could be designed and implemented in advance to meet all the customers’ needs.

III. CONCLUSIONS

Description of the main modules of offered information system, and their function for the subsequent realization in the form of information technology. Two-level information system architecture of the work complexity assessment has been developed. The architecture considered in the article could be used as technical design specification for the appropriate software development which could be used by enterprises experts as automated solutions for setting and definition of labor quotes and salary rates.
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INFORMATION TECHNOLOGY OF CONSOLIDATION AND SYNCHRONIZATION OF PRODUCTION AND NORMATIVELY CERTIFICATE INFORMATION

The basic aspects of information technology of consolidation and synchronization of information, which provides authenticity and operationability of presentation of project, are presented in materials, production, planned and normatively certificate information.

In the process of development of industrial enterprise repeatedly grow him informative streams and the more important is become by correct organization of these streams into an enterprise. The analysis of problems of automation of industrial enterprises shows that «partial automation», that did not decide the presence of a few computer-integrated systems (CIS) of the production setting problems of creation of single computer-integrated informative space of enterprise. Historically on the industrial enterprises of Ukraine function independently one from other different CIS from different developers. Some production tasks decide uneffective or does not decide in general without the general use of project, production, planned and normatively certificate information a few CIS simultaneously. Obviously, that actuality of task of integration of information and systems becomes important depending on the level of its use in general control system by an enterprise. That for acceptance of reliable decisions in the scales of management an enterprise actual information is needed from different subsections and services of enterprise, and, as a result, from different CIS of the production setting.

Solving problem integration of information, the IT-specialists of enterprise develop the limited integration decisions, putting right the exchange of data between two concrete CIS of the production setting. Advantage of such approach is the use of «own» for CIS of mechanisms of exchange of data. However conditioned pointlessness of the use of this approach is the basic failings, which are related to insufficient flexibility and scaleableness of such decisions, which result in heavy tolls in support these limited decisions in the conditions of informative space of enterprise which constantly broadens and changes.

A concept «consolidations of information» is one of widely in-use at creation of the unique informative environment. Realization of consolidation of information foresees the construction of the unique consolidated environment with a central link – separate CIS, which executes the functions of management of integration and exchange of data processes between the different production systems.

Thus in a central knot – concentrator of data formed and take place not only logical copulas transformation information but information about that, where exactly (in which original CIS -source) information are but also these. In other words, a
Concentrator of data is separate CIS with its own database and in the default of delivery of necessary information can be both the depository of information and to carry out processing of these data. It is necessary to mark that the concentrator of data executes the functions of the system of maintenance of information here, accordingly, has its own database and programmatic instruments which allow to organize the unique the informative environment of information is consolidated. Gone into detail conceptual chart of the unique consolidated environment of information on picture 1 it is presented the generalized chart of flow of data.

Pic.1 – Conceptual chart of the unique consolidated informative environment
At lower level the placed original CIS -sources which are gap-filling own registers and reference books in the formats and structures of presentation of information. The systems are passed by information from the databases on a higher level. It is thus foreseen that information CIS can also be original CIS -sources, getting information from a higher level.

It follows notices, that the exchange of data with a higher level is foreseen with the use of the separate module – system of export-import of CIS. It can be both module which is built-in directly in CIS and module which is external and developed specially for organization of the unique consolidated informative environment.

The central element of chart is CIS «Concentrator of data». It consists of central database, and also from the programmatic modules which provide, from one side, co-operative with the original CIS -sources of information (but from CIS - «receiver of information»), and de autre part – processing of data, which are kept in a central database and drafting of any reports which are included in the external contour of the unique consolidated informative environment.

It is rotined on a chart, that under every functioning CIS it is needed to create the transformer-interface of co-operation, which on a chart is marked as «Adapter for CIS -I», where I-relative sequence number of functioning CIS. For providing of speed of connecting of new CIS to the unique consolidated informative environment, to the decline of general prime price of development and accompaniment of all architecture an adapter must be universal and put right, but not developed every time «from a zero» under every CIS.

For providing of authenticity of presentation of information it is necessary to conduct the proper converting of information from one format in other. It is de bene-esse possible to decide the task of converting of information 2 variants:

1. Writing of functions of the direct converting of information is from one structure in other. The first variant is more frequent used for integration of information by virtue of the simplicity: it is necessary to place accordance of the different fields of bases given and carry information a few (more frequent all) simple queries. It will be easily decided a task, if to examine media conversion from one CIS in other, that from more complete and clear structure in more simple, however there are complications at reverse transformation of information.

2. Creation summarizing, most complete layout of data, which is able to convert any formats of CIS. The second variant is more universal for realization of the scale integrating informative system, which is fixed in basis of information technology of consolidation and synchronization of production and normatively certificate information. Advantages of this variant followings:

1. Possibility of creation of «standard» presentation of information. In future, at bringing of update in existent CIS of the production setting it can be accepted decision about the use of this format in quality a basic – «internal standard».

2. Converters of information from CIS of the production setting it is possible to develop without the account of that, what CIS presentation of information is for (pic. 2). Information, which will be translated in the unique «standard» format, can be converted in the format of dear CIS of the production setting which takes part in
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the exchange of data within the framework of the unique consolidated informative environment.

Pic. 2 – A chart of converting of information is with the use of converter

3. This format can be extended regardless of format of presentation in functionings CIS. Creation of such format is the first step on the way of creation of the unique consolidated informative environment of information, as a format becomes the universal language of exchange of data. Bringing in in converting and media of the third and next CIS conversion will be carried out independently, as already there will be the unique format of exchange of data in the consolidated informative environment.

Resume

Information technology of consolidation and synchronization of information is developed provides «clear» presentation of on-line and reliable production data for computer-integrated systems which carry out processing of data in the consolidated informative environment of enterprise. The uses of the developed information technology allow to use unique unifier of exchange of data, as an universal language for all consolidated environment of information and to connect new CIS are computer-integrated to the exchange by expansion of format and addition the template of transformation of information.
ANALYSIS OF THE AMPLITUDE PARAMETERS OF ACOUSTIC EMISSION BY FRICTION COMPOSITES

We analyzed the results of handling of amplitude parameters of real resulting signal of acoustic emission by friction of surfaces, made of composite material. Transition of the friction assembly, which precedes the stage of catastrophic wear and tear, brings to rise of speeds of change of amplitude parameters of acoustic emission resulting signal.

Assignment formulation. In recent years more and more attention is paid to researching of friction assemblies of composite materials (CM).

One of the most sensitive methods, which is widely used in researches of friction assemblies made of CM, is method of acoustic emission (AE). As the results of published researches show, the method of AE has high reaction to change of mechanisms of friction and wear and tear, and lets get significant amount of information about processes. But interpretation of the registered information (acoustic radiation) produces considerable difficulties and is a problem of use of the AE method for control and diagnosis of friction assemblies made of traditional and CM. First of all, it is determined by difficulties of experimental researches that are connected with identification of developing processes. From the other side, significant amount of the analyzed AE characteristics (amplitude and energy, their statistic characteristics) needs determination of their information capability and sensibility to changing processes that develop in surface layer of CM. From this point of view, theoretical researches, connected with getting of expected regularities of changing of AE characteristics by variation of conditions of friction and wear and tear in friction contact zone, acquire high value. Such regularities can be a basis in development of methods of control and diagnosis of friction assemblies made of CM [1 – 3].

Research tasks. Regularities of speed of changing of amplitude parameters of AE resulting signal will be shown as well. We will also give information about the fact that during transition from stage of normal wear and tear to the stage before catastrophic wear and tear we can see increase of speed of change of average level of amplitude of AE resulting signal, speed of its standard deviation and dispersion.

Experimental results. We made samples in the form of bushing, made of steel 30XGCA and aluminum alloy D16 with carbide surface layer VK6, for making researches of AE during friction of layers, made of CM. Sizes of the samples were: outer diameter 28 mm; inner diameter 20 mm; height 22 mm. Test of the samples was made with use of the constructive scheme “disk-disk”. Contact interaction of the samples was made on frontal surface layers with carbide cover. Tests were made on testing machine CMT-1 with the help of computer control of its work modes. For the scheme, we used, one of the samples was fixed and the other one rotated in the
spindle of the testing machine. Size of the area of contact interaction of the samples
was given with use of slits on the frontal layers of the samples.

Depth of slits was 5mm and they were steadily placed on the frontal layer of
the samples. On such conditions the layer of contact interaction was characterized
with the help of the coefficient of overlap $K_S$, which shows connection of the whole
area of the frontal layer with contacting area of the frontal layer. During the tests
value of the coefficient $K_S$ was $K_S=0.25$. Rotation speed of the driving shaft of the
friction machine CMT-1 was 500 rpm. Axial load intensity to a pair of friction was
given with the help of device for axial load set and was 450 H. Oil M10G2K was
used for lubricating environment. Oil consumption was 1,2 lph.

For researching of AE signals we used acoustic-emissive diagnostic
complex. It consists of AE detector (DAE), AE signal amplifier (AESE), and mobile
computer (MC) with mathematical software (MS). AE detector was set on the fixed
sample. DAE was made of piezoelectric ceramics ZTC-19. By setting of the
detector, its surface was lubricated with acousto-transparent lubricant. AE registered
signals were coming from exit of the detector to AESA, and then to MC.

Handling of AE signals, using MS, was made in MC. According to the
results of handling of parameters of AE registered signals we formed data, which
were kept in form of logical bodies. The results of handling were shown at the
monitor screen in form of graphic curves (AE signals amplitude in time), they also
were transformed in sizes for mathematical software for Windows. This software
was used for making static handling of parameters of registered AE signals.

During tests, AE signal was registered at all stages of friction and wear and
tear of the samples, including the stage of catastrophic wear and tear. Dependence of
change of amplitude of the registered resulting signal is shown in pic.1.

Pic.1 – Graph of dependence of change of amplitude of AE resulting signal in time in relative
units during friction of samples surface layers with BK6 cover: 1 – stage of normal wear and
tear; 2 – stage, which precedes catastrophic destruction of surfaces; 3 – stage of catastrophic
wear and tear (destruction) of the surface layers; $\bar{U}$ – average level of amplitude of AE
resulting signal, respectively.

Having looked at pic.1 it can be seen that AE resulting signal is permanent
for given test conditions at all stages of wear and tear. Such AE signal can be
characterized by average level of amplitude and value of its dispersion. At the stage
of normal wear and tear of the samples (stage 1, pic.1) we can see gradual increase
of average level of amplitude ($\bar{U}$) of AE resulting signal. By making the curve $\bar{U}$
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(pic.1), averaging time of amplitude of AE resulting signal was 15s. Increase of average level of AE amplitude can be observed at stages 2 and 3 (pic.1) as well. However, its increase is higher than at stage 1.

At the same time there is a peculiarity in character of change of acoustic radiation during transition to stages 2 and 3. We can observe the increase of not only average level of amplitude parameters of AE resulting signal but also values of their dispersion. Results of statistic of treatment of AE parameters at all analyzed stages in the form of a graph of change speed of average level of amplitude of AE resulting signal, and also change speed of its standard deviation and dispersion in time are shown in pic.2. Graphs in pic.2 are given in normalized units. By making the graphs (pic.2) length of the sampling for statistic analysis of the data with definition of change speed of average level of amplitude of AE resulting signal, and also change speed of its standard deviation and dispersion at stage 1 (pic.1) was 100s. At stages 2 and 3 (pic.1) length of sampling was 50s. Quantity of observed points was 10000 and 5000, respectively.

Pic.2 – Graphs of speed of change of amplitude parameters of AE resulting signal (pic.1) at stages 1, 2 and primary phase of stage 3 in time in normalized units during friction of the samples with BK6 cover: ■ – speed of change of average level of amplitude \( \dot{V}_\tau \); ○ – speed of change of standard deviation of average level of amplitude \( \dot{V}_{S_{\tau}} \); ▲ – speed of change of dispersion of average level of amplitude \( \dot{V}_{S_{\tau}^2} \)

Having looked at pic.2 it can be seen that at the stage of stable wear and tear (stage 1) speed of change of amplitude parameters of AE resulting signal are almost permanent. During transition to stage 2, that is the stage, which precedes the stage of catastrophic wear and tear, we can observe rise of speed of change of all analyzed AE parameters. Then we see rise of speed of change of AE amplitude parameters. But rise of speed of change of dispersion of average level of amplitude of AE resulting signal advances both: rise of speeds of change of average level of amplitude and speed of change of its standard deviation (pic.2). During transition to stage 3, rise of speed of change of dispersion of average level of amplitude of AE resulting signal becomes slower to other analyzed parameters. Such changes of parameters of AE resulting signal can be seen at dependencies of percentage increase of amplitude parameters of AE resulting signal in time (pic.3).
Pic. 3 – Graph of percentage increase of amplitude parameters of AE resulting signal (pic. 1) at stages 1, 2 and at the primary phase of the stage 3 in time during friction of the samples with BK6 cover: ■ - percentage increase of average level of amplitude (\( \bar{U} \)), its standard deviation \( \sigma^2 \) and dyspercia \( \Delta^2 \).

Having looked at pic.3 it can be seen that during friction and wear and tear of the samples with BK6 cover we can observe increase of amplitude parameters of AE resulting signals. Big percentage increase of analyzed parameters happens together with transition to the stage, which precedes the stage of catastrophic wear and tear (stage 2, pic.1). At the same time percentage increase of average level of amplitude of AE resulting signal advances both: percentage increase of average level of amplitude and percentage increase of its standard deviation.

Resume

We made experimental researches of AE during friction of surface layers, made of CM. All the received results showed rather good compliance with the results of theoretic researches [3]. It was determined that speed of change of AE amplitude parameters stays almost permanent at the stage of normal wear and tear of the friction assembly. However, transition of the friction assembly to the stage, which precedes the stage of catastrophic wear and tear, brings to increase of speed of rise of parameters of acoustic radiation.

References


1.9.12
 USING CLOUD SERVICES IN EDUCATIONAL PROCESS

Cloud computing is an emerging, on- internet such as, software, hardware, data storage and infrastructure. This paper presents the strict authentication system by introducing the multi-level authentication technique which generates/authenticates the password in multiple levels to access the cloud services. It provides variety of services over the internet.

Cloud computing technology is an open standard, service-based, Internet-centric, safe, convenient data storage and network computing service. Cloud computing is an internet-based model for enabling convenient, on-demand network access to a shared pool of configurable computing resources. It provides various services over internet such as software, hardware, data storage and infrastructure. Cloud computing providers deliver the applications via internet, which are accessed from web browsers, desktop and mobile apps. Cloud Computing Technologies are grouped into 4 sections: they are, SaaS, DSaaS, IaaS and PaaS. SaaS (Software as a Service) is an on-demand application service. It delivers software as a service over the Internet. It eliminates the need of installing and running the application on the customer's own computers. PaaS (Platform as a Service) is an on-demand platform service to host customer application [1].

PaaS is delivery of computing platforms and/or solution stack as a service, often consuming cloud infrastructure and sustaining cloud applications. It facilitates deployment of applications without the cost and complexity of buying and managing the underlying hardware and software layers. It improves the flexibility in having multiple platforms in business environment. DSaaS (Data Storage as Services) is an on-demand storage service. Cloud computing provides internet-based on demand back up storage services to a customer. In this service, customers can keep their data backup remotely over internet servers. These backup data maintenance is taken care by Dsaas service Provider. Cloud Dsaas service providers are responsible for keeping the customer data confidential. Here customers need not worry on setting up the large discs array to keep their huge amount of data. IaaS (Infrastructure as a Service) is an on-demand infrastructure service. It delivers the computer infrastructure – typically a platform virtualization environment – as a service, along with raw (block) storage and networking [2]. Rather than purchasing servers, software, data-center space or network equipment, clients can buy those resources as a fully outsourced service.
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To access these cloud services securely, cloud authentication systems are using different methods like: i) Simple text password ii) Third party authentication iii) Graphical password iv) Biometric and v) 3D password object. The weakness of textual password authentication system is that it is easy to break and vulnerable to dictionary or brute force attacks. Third party authentication is not preferred for smaller cloud deployment. Graphical passwords have memory space that is less than or equal to the textual password space. Graphical passwords are based on the idea that users can recall and recognize pictures better than words. However, some of the graphical password schemes require a long time to be performed. Bio-metric authentications such as, fingerprints, palm prints, hand geometry, face recognition, voice recognition, iris recognition, and retina recognition, have been proposed in literature [3]. Each bio-metric recognition scheme has its own advantages and disadvantages based on many factors such as consistency, uniqueness, and acceptability. One of the main drawbacks of applying bio-metrics is its intrusiveness upon a user’s personal characteristic. In addition, most bio-metric systems require a special scanning device to authenticate users, which is not applicable for remote and Internet users. 3D- password does not support the multiple levels of authentication. Another simple approach is to use one/combination of the above techniques in multi-level authentication, so that, probability of breaking such a password is reduced to a large extent. Hence it has motivated us to introduce a multi-level authentication technique in secure cloud transmission for ensuring the strict authentication [4].

This technique authenticates the cloud access in multiple levels. It generates the password and concatenates the generated password at multiple levels. Based on the leaf level concatenated password, one can access the cloud services provided that the password authentication is successful in all the previous levels. We study the architecture of multi-level password generation technique. This technique has two separate entities: i) Cloud service provider, who provides the cloud services and ii) Authenticated client organizations that access the cloud services (Before using cloud services, company authentication confirms with service agreement and other formal procedure from cloud vendors). This architecture helps in checking the authentication against the services and privileges. It also helps to ensure which customer has what kind of privileges to use cloud services. This is evaluated by multiple levels authentications. First level of authentication is organization level password authentication/generation. It is for ensuring the cloud access authentication from cloud vendor. If unauthenticated organization or hackers tries to access the cloud services, they are going to terminate in this level itself. Second level of authentication is a team level password authentication/generation. It is to authenticate the team for particular cloud service. Like this, authentication system can have third, fourth, fifth etc level. Finally, the last level will be the user level password authentication/generation, which ensures that customer/end user has particular privileges and permission. We brief the activities of multi-level authentication system. Authentication activities take place in organization, team and user levels [5]. First activity happens at organization level. It reads the authentication password and checks to authenticate the organization for cloud access and then it enters into a second level authentication. The second activity happens at
team level. It reads the team login details and checks for authentication. It is a team authentication activity, once authentication done; it then enters into a user level authentication [6]. User level activity reads the authentication information to check for the user per mission and privileges.

We present the data flow diagram and algorithm of multi-level password generation technique and show the DFD Level 0 for multi-level password generation and authentication system. Password generation will happen between the cloud service provider and cloud customer and then the password gets authenticated while accessing the cloud service. Then we show the DFD level 1 for the multi-level authentication system. This DFD describes detailed flow of password authentication process [7].

Conclusions. Cloud computing provides various internet-based, on demand services like software, hardware, server, infrastructure and data storage. To provide privacy services to the intended customer, it is a better option to use multi-level password generation and authentication technique. This technique helps in generating the password in many levels of organization so that the strict authentication and authorization is possible. The security levels of cloud environment can be further improved by multi-level of authentication. This is the future work of our research. Our future work will be carried out in adding multi-dimensional password generation method to multi-level authentication technique.
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3D MODELING OF EXPERIMENTAL STAND FOR RESEARCH N-MASS
CHAIN TRANSMISSION

There are constructed 3D models of experimental stand of Fundamental Machine Design Department and oscillograms are analyzed by average value of the dynamic loading chain contours.

Application of modern program complexes computer 3D modeling published in [1-3]. The software SolidWorks is equipped with the technology for fast detect basic tendencies of change of time series and determining the optimal solution with use minimum number of repetitions. Linear dynamic analysis is based on frequency investigations. Software calculates the reaction of model by means of summation influences of every mode (functions, equation) on loading [4]. The equations of motion are not only linked the parameters of mass, rigidity and damping, but depends on the coordinate system used to describe them. In cases where the linear dynamic analysis generates false results, such as a violation of the assumptions on which it is based, uses a non-linear dynamic analysis is based on the incremental method of managing loading. It is used to solve the problems of nonlinearity, caused by material behavior, large displacements and contact conditions.

In nonlinear dynamic analysis equation equilibrium of dynamic system in the time interval \( t + Dt \), will have the form [4]:

\[
\begin{align*}
&M^* + D_t \dot{u}_t (t) + C^* \ddot{u}_t (t) + K^* u_t (t) = F_t (t) - \dot{F}_t (t-1),
\end{align*}
\]

where

- \([M]^{*}\) – matrix of mass system;
- \([C]^{*}\) – damping matrix of the system;
- \([K]^{*}\) – stiffness matrix of the system;
- \(F_t (t)\) – vector of external nodal loads applied;
- \(\dot{F}_t (t-1)\) – vector of internal forces generated in the nodes upon repetition \(t - 1\);
- \(u_t (t)\) – vector of nodal displacements at increasing repetition \(i\);
- \(u_t (t-1)\) – complete displacement vector to repeat \(i\);
- \(\dot{u}_t (t)\) – vector full speed on repeat \(i\);
- \(\ddot{u}_t (t)\) – vector full acceleration on repeat \(i\).

Using implicit time integration schemes such as Newmark-Beta or Wilson-Theta and using the iterative Newton method, equation (1) has the form:

\[
\begin{align*}
&+ D_t \dot{u}_t (t) + C^* \ddot{u}_t (t) + K^* u_t (t) = F_t (t) - \dot{F}_t (t-1),
\end{align*}
\]

where

- \(F_t (t)\) – effective loading vector;
\[ t_1 t_{D_1} \left( \frac{1}{K} \right) = t_1 t_{D_1} \left( \frac{1}{K} \right) + M \left[ a_0 \left( t_1 t_{D_1} \left( \frac{1}{K} \right) \right) + a_1 \left( t_1 t_{D_1} \left( \frac{1}{K} \right) \right) + a_2 \left( t_1 t_{D_1} \left( \frac{1}{K} \right) \right) + a_3 \left( t_1 t_{D_1} \left( \frac{1}{K} \right) \right) + a_4 \left( t_1 t_{D_1} \left( \frac{1}{K} \right) \right) + a_5 \left( t_1 t_{D_1} \left( \frac{1}{K} \right) \right) \right] \]

\[ t_1 t_{D_1} \left( \frac{1}{K} \right) = t_1 t_{D_1} \left( \frac{1}{K} \right) + a_0 \left( M \right) + a_1 \left[ C \right] \]

\( a_0, a_1, a_2, a_3, a_4, a_5 \) — constants implicit integration methods.

Iterative schemes for solving nonlinear dynamic analysis available: Newton-Raphson algorithm (NR) and variable algorithm Newton-Raphson (MNR).

In Fig. 1 and 2 are photos of the experimental stand [5] equipped a metal and polymeric chains and sprockets.

Fig. 1. The experimental stand is equipped with a metal chain transmission

Fig. 2. The experimental stand is equipped with polymeric chain transmission
Construct a 3D models (Fig. 3, 4) of the stands represented in the photo (Fig. 1, 2), with the software SolidWorks.

Fig. 3. 3D model of experimental stand in metal performance

Fig. 4. 3D model of experimental stand in polymer performance

Comparatives oscillograms theoretical (red curve) and experimental (blue curve) investigation the dynamic loadings in chain metal and polymer contours (Fig. 5, 6) are present.

Fig. 5. Oscillograms theoretical and experimental investigation of the dynamic loading in contours in the metal performing
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From the analysis of the mean oscillograms dynamic loading (Fig. 5, 6), it follows that the discrepancy data does not exceed 5%. Based on this is possible to consider expedient and effective use of software product SolidWorks for the investigation of chain contours of any complexity.

Conclusion

From the analysis of oscillograms dynamic loading of metal and polymer chain contours as a result of 3D modeling and of the experiment investigation, it follows expediency constructing 3D models and application them for further research because data discrepancy does not exceed 5%.
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VEHICLE TRAFFIC SAFETY CONTROL IN NON-STATIONARY ENVIRONMENT

The technology of modules solution integration for guaranteed vehicle safety control in the terms of combating factors of inhomogeneous and non-stationary environment is proposed. Multi-agents solutions due to the rational messaging improve the efficiency and safety of traffic in space and time.

Nowadays high speed vehicle (HSV) acquire the rapid evolution in all types of modern transport, including space, air, water and land. Any HSV performs transport work in the terms of effect of non-stationary environment [1]. The main criteria of any HSV performance are: traffic safety (no accidents and disasters) on the positionally defined trajectory by the given route in the space-time continuum; life safety on biodiversity in the surrounding routes environment; economic performance safety (profitability) of multi-agents manufacturing organizations (MAMO) of intellectual transport systems (ITS). Removing the contradiction performance criteria, that conflict between the requirements of different MAMO, ergatic means of operative control, ITS participants, operating on the different levels hierarchical single process of interaction, is the main condition of synergetic (with out accidents, death and bankruptcy) effect ITS and set of HSV performance.

1. Continuous Acquisition and Lifecycle Support – CALS technologies are realized by the modern means of computer technique and information technologies on the all stages of any HSV life cycle and the centers of service routes and traffic of entire regions ITS [2].

2. Conceptual analysis of activity components ITS.

   Every MAMO provides control of complex dynamic systems (CDS), which efficiently uses available resources (material, energy, information, materials - MEIM) according to informed PLM (product lifecycle management) decisions. Professional division of labor between existing MAMO should ensure synergetic effect with integral indicators of functional stability of ITS with all HSV on the planned route of their movement. The expedition in different in different natural environments is prematurely interrupted due to emergency events, recorded by official statistical agencies [1,2]. objective causes of accidents and disasters primarily caused by errors or mistakes at all stages of the life cycle of technical objects. Known CALS technology of cross-cutting automate a significant amount of the functioning MAMO ITS still do not provide the desired level of efficiency.
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received results for each lifecycle of ITS active component. The analysis determined the relevance of improving the efficiency of the dialogue interaction of intelligent agents and data integration tools derived by modes of distributed exchange of focused messages between ITS participants.

3. Architectural design based vehicle operation technologies.

CALC technology combines the principles, methods and tools of ergatic ITS computer and information technology use to perform functions of collection, storage, processing, transfer and use of data. Increase of productivity and efficiency of ITS CALS technologies focused on the following areas:
1. Integration of expert IAS knowledge to get the latest practical PLM solutions, that are able to quickly and flexibly generate targeted results for every problem.
2. Determination of the overall and intermediate objectives in obtaining objects of knowledge context and describe (LO – learning objects).
3. Formalization of task management using the grammar logic algorithms (GLA) with the standard algebra.
4. Harmonization of MAMO process software management based on directive-command and situational hierarchical description of problem situations using appropriate resources.
5. Optimization of information and computing technology to produce effective results in accordance with the wide range of requirements during their practical use
6. Automatically update the constructed joint interaction of program unit due to application terminal automatons (ATA) and human-machine interfaces (HMI).

Automation of technological interaction processes by CDS synergetic situation requires real knowledge of MAMO, HSV and ITS objects, their reflection in a distributed memory CALS availability components. The effectiveness of existing database management systems will be available, if source text - messages have LO common to HMI – ATA components interrelationships according to the rules of GLA algebra. Coded ontological concepts reflect the specific conditions of CDS components on every lifecycle support. System of rules based on combinations of standard and unified concepts improves efficiency of human and automaton intelligent.

Open system Interconnection for vehicle traffic control (VTC) in accordance with International Organization for Standardization procedures of vehicle navigation services forms available specific service management levels. The absence or little available service vehicle operation control generates errors of False Rejection (or Acceptance) rate. Under these conditions and active factors of the external environment Vehicle Collision Avoidance System is not able to guarantee the safety status projection demand. So the architectural design vehicle safety and security automation traffic control is constructed as a hierarchical, multi-channel and multimodal integrated system. The main components of such a system are: VMHS – Vehicle Message Handing System; VTC – Vehicle Traffic Control; VCAS – Vehicle Collision Avoidance System; VDCE – Vehicle Data Communication Equipment; VDLS – Vehicle Data Link System; VTM – Vehicle Traffic Management; VTS – Vehicle Traffic Service; VAC – Vehicle Administrative Communication.

4. The predicates algebra language as description instrument.
Product Lifecycle Management (PLM) ITS will allow to build the predicative representation [3] of non-obvious knowledge IAS. The Intelligence of CALS information technologies formalizes learning objects for two basic classes. Objective logic describes the facts in the form of elements of pre-selected universe $U_{lo}$:

$$U_{lo} = \langle S_i, P_i, R_{ij} \rangle,$$

where $s_i \in S_i, \forall i = 1, n$ - basic components that make up $S_i$;

$p_i \in P_i, \forall i = 1, m$ - basic properties and qualities of each component;

$r_{ij} \in R_{ij}, \forall i, j = n \times m$ - basic relation, communication, interaction between components, which implement technological operations.

Functional logic describes GLA due to another universe:

$$U_{fik} = \langle d_k, m_{ok}, m_{ek}, \delta_k \rangle,$$

where $d_k$ - specific unified and standardized trivial task under the theme of professional activities of IAS;

$m_{ok}$ - corresponding formalized model that replaces concrete real objects for problem solving;

$m_{ek}$ - necessary reasonable and verifiable methods that guarantees the output data in a form of documented results;

$\delta_k$ - condition for activating the means for the automatic solution of this problem $d_k$ by obtaining a given input data required forms upshot of this problem.

The experience of experts and professionals IAS $\in$ ITS integrates both parts and forms the single universe:

$$U_{ITS} = \{U_{lo}\} \cup \{U_{fik}\},$$

Where $P_o (s_1, s_2, \ldots, s_l)$ - predicate operations on finite sets of variables that are pre-defined, classified and parameterized in the areas of task [3].

Predicates allow searching the required LO components in the single information model, which includes: a basic set of concepts; relations between the previous notions of summaries; templates - formalism for the characterization of existing knowledge of experts - professionals for the CALS technology use. Predicates are recorded according to formulas with basic algebra of logic elements and operations.

5. Required compatibility performance intelligence system

Automatic processing, computing and symbolic transformations require prior formation flow of compatibility programs. Base flow determine sequences: IAS task; task complexes of components thematic areas combinatorial interaction; trivial tasks with resource data. A base flow management session is structured according to thematic areas [4]. Each session has fixed terms of start and end of program transformations. Service Context implements interactive work of IAS in order to form (input, control, unify) the typical human tasks. Essence features and specificity of HMI use determines vehicle sphere. User interface allows creating tasks for operational transport work as a transition from the current state to the future, taking into account existing constraints. Final state determines the mode of means guaranteed adaptive management response.
Service availability subject realizes approval task complex in accordance with structure diagram of component interaction. Limited space-time continuum characterizes lifecycle support.

Service decomposition program manages operation units. Model resource datas with the help of standard tools lets get and visualize the results. Display the user required results closes the cycle of three streams, and returns status Service Context. Hierarchical decomposition of command and policy management can have more levels of interaction. Between each pair of interaction levels is necessary to create templates for input and output interfaces. Total number of configuration interfaces requires testing and verification of logic circuits interaction. Intellectual level of the integrated system is formed by LO katalogues. Levels of decomposition for solving practical problems include conceptual, logical and physical Design. The quality of design required compatibility performance process determines the quality of product lifecycle management. The example of required software and hardware complexes integration into a single adaptive transport information and control system is given in paper [4].

Conclusion.

Based on considerations above the following combination can give useful results for improving safety, security and protection vehicle lifecycle in non-stationary environment.

At first, formal information CALs technology should be built and researched, which helps to identify all the links between the intelligence components learning objects vehicle traffic control.

Secondary, to improve the situation in the raising risk of accidents with the vehicle collision avoidance system should be carried out by learning objects in non-stationary environment.
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1.9.23
THE METHOD OF ANALYSIS AND PERFORMANCE MANAGEMENT OF DISPERSED PRODUCTION PLANNING

The article presents a calculation method of management index, and offers a calculation model of the required number of experts for effective production planning. There was created a method of analysis and performance management of dispersed production planning.

Problem statement. The problem of determining management efficiency of production planning (PP) at domestic industrial enterprises is very important and requires an immediate solution. The use of modern information technologies and management approaches serves to improve the efficiency of PP system. At present time there are no means for analyzing and determining the efficiency of PP systems before and after the introduction of computer-aided management systems of PP.

Objectives: To present the results of theoretical and methodological researches on development of management tools of PP and define its efficiency at industrial enterprises.

Research results: Solving the problem of scientific analysis method development and performance management of production planning requires the implementation of several generalized stages. We will introduce the given stages in brief:

Calculating the span of control. PP management is a complex dynamic process which involves information, material and human resources. Their number and usage rate depends on the efficiency of PP. However, the existing calculation rates of resources and their control are out of date with the development of information technologies and do not meet the needs of time.

To solve the problem of calculating the rate for PP processes control we used a structural approach. The structural approach provides using of many concepts [1], but we distinguish two main concepts: division of labor and control coverage as critical ones for performance indices of subdivision work involved in PP and which have a direct impact on key performance index such as an average cost of developing a DED set (design-engineering documentation). As the components of this index is the number of relevant experts and indirectly the number of control levels that affects the rate of approval of documents and errors caused by a human factor.

The study of existing schemes of formal organizational structures of PP allowed to define main levels of horizontal and functional division of labor (Fig. 1).
The purpose of vertical division of labor in the system of PP is the formalization of relationship flow and authority which structure is used in PDM systems for workflow within the limits of mechanisms for approving PP documents.

Horizontal differentiation reflects the degree of division of labor between individual structural units within the upper level of PP functions, such division is presented by designing and technological preproduction. In modern PP systems an average degree of vertical division is equal to 3, and horizontally it can range from 5 to 15 organizational units. For describing the division of labor, we introduce a concept of organizational graph (Fig. 2) and organizational matrix (Table 1).
Table 1

<table>
<thead>
<tr>
<th></th>
<th>$O_1$</th>
<th>$O_2$</th>
<th>$O_3$</th>
<th>$O_4$</th>
<th>$O_5$</th>
<th>$O_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_i$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$O_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$O_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$O_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$O_6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

1. $i, i = [1 + n]$.

2. Main diagonal elements of the matrix are equal to zero $O_{ij} = 0, i = j$.

3. Elements that are at the intersection of organizational units, and which have a connection, equate to one. And horizontally there are elements above the level of subordination, that is we consider the connection from the first to the second and third one, from the third to the fourth one.

4. Number of connections - $K_f$ (one directional) in the organizational structure is equal to a half of the number of organizational matrix elements $K_E$ which have the value -1 $K_f = K_E \{ O_{ij} = 1 \}$.

5. Number of control levels - (main index for building a workflow system using PDM systems) is the number of matrix rows $K_O \{ O_{ij} = 1 \}$ in which there is at least one unit increased by one, $K_p = K_O \{ O_{ij} = 1 \} + 1$.

Control rate or control coverage is a quantitative index that describes the number of employees (size of the Organizational Unit) that are subordinated to one Manager/Head.

The most significant works in the field of control rates belong to B.Z. Mylner [3], who offered the following formula (1) to determine the number of potential relationships (contacts) of Manager/Head, depending on the number of subordinate employees ($n$): 

$$K_i = \frac{n \cdot 2^i}{2} + n - 1$$

(1)

However, formula application gives an idea of possible number of relationships and does not characterize their complexity, therefore we suggest to
introduce the concept of management index \( I_K \), which would take into account these aspects under the conditions of dispersed enterprises PP.

The model of interrelation "Manager/Head of the organizational unit – subordinate employee" can be considered as a combination of factors which describe the level of complexity of these interrelations. Taking into consideration the peculiarities of extended enterprises and analysis of corresponding models we suggest using the following factors on the definition of rating scales:

1. Geographical distance of subdivisions. Modern extended enterprise (or some of their subdivisions that fulfill the functions of PP) can be separated both within one enterprise and within the city, which greatly complicates the management process.

2. The uniformity of functions that should be controlled by Manager/Head of the organizational unit of PP.

3. The complexity of functions. Management is considered in terms of Manager’s possible analysis of typical, standardized functions of subordinate employees, that is we examine the required level of competence and time necessary for management.

4. Management and control. The factor reflects the time spent by Manager/Head on management of subdivisions.

5. Coordination. We consider the aspect that takes into account Manager’s load to coordinate the work of his/her subdivisions with other organizational units within technological process.

6. Planning. The factor considers management in terms of divisional Manager concerning work planning of the organizational unit.

Management index is calculated according to the formula:

\[
I_K = \sum_{i=1}^{6} g_i \cdot f_i
\]

where \( g_i \) - weighting factors which are calculated using the pair-wise comparison [4]; \( f_i \) - points, assigned to each factor by experts \( f_i = \left\{ 1 \div 5 \right\} [4] \).

The level of control coverage is determined using management index (Table 2).

<table>
<thead>
<tr>
<th>Management index, ( I_K )</th>
<th>Standard coverage control, man</th>
<th>( K_R ), number of potential relationships, pcs</th>
<th>% times, spent in leadership positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7-9</td>
<td>454-2312</td>
<td>50%</td>
</tr>
<tr>
<td>2</td>
<td>6-8</td>
<td>197-1431</td>
<td>40%</td>
</tr>
<tr>
<td>3</td>
<td>5-7</td>
<td>84-454</td>
<td>35%</td>
</tr>
<tr>
<td>4</td>
<td>4-6</td>
<td>35-197</td>
<td>30%</td>
</tr>
<tr>
<td>5</td>
<td>3-5</td>
<td>14-84</td>
<td>25%</td>
</tr>
</tbody>
</table>
Data concerning percentage of time used to organize the work of subordinate employees (management of the organizational structure) is used in the simulation model of experts interrelation in PP system of the expanded production as statistical data for modeling of information flows, processes for documents approval in PDM system in the course of mathematical description of corresponding functions by means of statistical models.

Input data for these calculations is the number of experts involved in PP as one of the key performance index. This number shall be calculated in accordance with the standards of designing and process flow documentation development.

**Development of a calculation model to define the required number of experts in PP.**

The number of employees engaged in PP depends on a number of factors: production volume, rate of introducing new product specimens to the market, condition of single information environment and software and hardware used to develop DED.

Majority of machine manufacturing companies during the period of late 90’s - early 2000's (approximately until 2006) in the framework of dynamic market practically abandoned planned management of economic and financial activity and, as a consequence work measurement of experts involved in PP in compliance with the standards established on the basis of industry-specific standards.

Planning was carried out mainly by means of managing salary budget, when some certain percentage from production volume was allocated for PP direction, and staff formation was based on the market value of experts (design engineer, production engineer).

However, processes of entering into overseas markets, introduction of modern information technologies, creation of united information space of PP within the framework of expanded production on the one hand created necessary conditions for the revision of planning approaches, and on the other hand allowed to use a new approach to this matter in connection with such possibilities, as documented «Work Flow» procedures in PDM systems that simplifies time tracking procedures required for the development of DED sets.

Let’s examine a model to determine the required amount of experts for product design and production engineering planning, on the basis of company planned target in respect of production output, taking into account inter-industry time standards for the development of design-engineering documentation.

The number of experts involved in product design and production engineering planning is calculated according to the formula:

\[ C_{KPR} = C_K + C_T + C_I \]  \hspace{1cm} (3)

Based on the formula 3 the number of employees who participate in documentation development can be conditionally divided into two groups: employees who are directly involved in the development of DED (4) and employees who perform managerial and administrative functions:

\[ C_{K+T} = C_K + C_T \]  \hspace{1cm} (4)

Rate indices \( C_{K+T} \) and \( C_I \) are connected by the coefficient \( \eta_I \), which in
practice takes values from 0.10 to 0.20 that is weight rate percentage of employees engaged in performance management and administrative functions in the total number of employees of Bureau for Design and Technology is equal to 10-20%:

$$\eta_j = \frac{C_j}{C_k + C_l + C_j} = [0,1 + 0,2]$$

(5)

As a rule, calculation of employees number required for DED development is based on the nomenclature plan of products per year or the planned number of DED sets

$$N_{K/T/pq} = \sum_{i=1}^{n} N_{K/T/pq} \text{ and time of their development } T_{K/T} = T_{K/T} + T_{K/T}$$

$$C_{K/T} = \frac{N_{K/T} \cdot T_{K/T}}{\Phi_{pq}}$$

(6),

where $\Phi_{pq}$ - fund of annual working time.

Further, according to the established company coefficient $\eta_j$ based on the formulas 5 and 6 we determine the required number of employees engaged in managerial and administrative functions:

$$C_j = \frac{C_{K/T}}{1 - \eta_j}$$

(7).

It should be noted that this approach gives a general idea about the required number of staff taking into account only working time standard and does not take into consideration the complexity of documentation, automating development aids and many other factors.

A model for determining the required number of experts, as a function of several variables can be represented as follows:

$$C_{K/T} = f(P_0, \varphi_{II})$$

(8),

where $P_0$ - basic parameters of the project, which is being developed (Table 3); $\varphi_{II}$ - correction coefficients (Table 4).

<table>
<thead>
<tr>
<th>№</th>
<th>Name parameter</th>
<th>The range of the parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Object design</td>
<td>Card numbers</td>
</tr>
<tr>
<td>2.</td>
<td>Design stage</td>
<td>According to the stages</td>
</tr>
<tr>
<td>3.</td>
<td>Category novelty</td>
<td>A-D</td>
</tr>
<tr>
<td>4.</td>
<td>The actual format</td>
<td>A0-A4</td>
</tr>
<tr>
<td>5.</td>
<td>Whole leaves</td>
<td>The actual value</td>
</tr>
<tr>
<td>6.</td>
<td>Group collapsible</td>
<td>I-IV</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>№</th>
<th>Name of factor</th>
<th>The range of the factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Seriality production</td>
<td>1.0 – 1.2</td>
</tr>
<tr>
<td>2</td>
<td>% adjustment (modification)</td>
<td>0.1 – 1.0</td>
</tr>
<tr>
<td>3</td>
<td>Experience an employee</td>
<td>1.2 – 1.0</td>
</tr>
<tr>
<td>4</td>
<td>Related work</td>
<td>1.0 – 2.1</td>
</tr>
<tr>
<td>5</td>
<td>Features of Product</td>
<td>1.0 – 1.2</td>
</tr>
<tr>
<td>6</td>
<td>Performance of frames and stamps</td>
<td>1.2 – 0.8</td>
</tr>
<tr>
<td>7</td>
<td>Software</td>
<td>1.2 – 0.72</td>
</tr>
<tr>
<td>8</td>
<td>Scale drawings</td>
<td>1.0 – 1.15</td>
</tr>
<tr>
<td>9</td>
<td>Readiness drawings</td>
<td>0.6 – 1.0</td>
</tr>
<tr>
<td>10</td>
<td>Density filling drawings</td>
<td>0.8 – 1.2</td>
</tr>
<tr>
<td>11</td>
<td>% using the basic version</td>
<td>1.0 – 0.2</td>
</tr>
<tr>
<td>12</td>
<td>Language requirement</td>
<td>1.0 – 1.5</td>
</tr>
<tr>
<td>13</td>
<td>Using applications</td>
<td>0.15 – 1.0</td>
</tr>
<tr>
<td>14</td>
<td>Combining drawings</td>
<td>1.0 – 1.15</td>
</tr>
</tbody>
</table>

It should be noted that basic project parameters $\Pi_0$ define time rates $t_0$ for developing documentation in accordance with the regulatory tables. Correction coefficients are used to take into account all design environment and formula 8 can be written as follows:

$$ C_{K + T} = \frac{\sum_{i=1}^{14} t_i H_{ik} \Pi_i}{\Phi P_{U_i}} \quad (9). $$

It is important to note that the abovementioned coefficients do not take into account work features of experts involved in DED development in a single information field, which can significantly adjust coefficients 4, 7, which have one of the largest variation range.

**Developing a method implementation algorithm.**

Due to a large number of models, algorithms and approaches that are used for modeling and analysis of key performance indices in the course of PP within the framework of coordinated interaction between experts, the method of analysis and performance management of dispersed production planning was developed, this method logically combines the indicated interrelated modeling tools to assess the quality of PP management system. The method provides a preliminary analysis of enterprise production program and planned number of DED sets required in the reporting year according to the production program.

The next step is to analyze and calculate the required number of experts involved in PP in terms of direct development of DED sets. After complete calculation of the required number of experts involved in PP, it is necessary to make calculation and analyze control standards in the existing management system in
accordance with the approved structure of subordination and interrelations, which are described afore.

As a result of calculations we obtain the management index and optimize the organizational structure of PP. Management index also allows to determine the statistical data regarding time of employment in the processes of approving documents and use them in simulation models taking into account daily schedule.

The following steps involve the development of six models which supplement each other and are the basis for filling attributes of seventh model eEPS. Exactly attributes of eEPS model allow to get value in the time of key performance indices and use them for calculating the efficiency of PP management system.

According to the algorithm of evaluation method for the quality of management system [5], which is added to general method of analysis and performance management [6], simulation modeling can be carried out both directly for determining the quantitative and qualitative changes in the system after the implementation of measures for its optimization and permanently to monitor the dynamics of efficiency index change in time for managerial decision-making.

Conclusions

We have developed the calculation method of control standards and management index, and offered the calculation model of the required number of experts for effective planning of dispersed production.

We have created and presented in the form of algorithm the method of analysis and performance management of dispersed of production planning.
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1.9.31
USING ARIS SIMULATION TOOLSET FOR MODELING THE PROCESS OF EVALUATING IT-SPECIALISTS’ MOTIVATION TO WORK

The article represents the functional modeling of evaluating IT-specialists’ motivation to work with the help of ARIS simulation tools which allow to describe the main elements of a new information technology.

An effective managing and high feedback from the staff are impossible without a targeted and skilful influence on the staff’s motivation, without a high-quality system stimulating work. Developing and implementing the system of motivation any company wants to increase its efficiency.

An IT-specialist's type of motivation determines the range of his needs [1]. Every need is satisfied by an IT-specialist in different activities through using a variety of motivators. In such a way a relation exists between the needs of IT-specialists and motivators necessary for the stimulation of their work. For example, if an IT-specialist has an evident type of motivation in the form of award, the meaning of material motivators will outweigh the meaning of social and psychological motivators which is proved by the corresponding range of needs.

An IT-specialist's efficiency of work depends on the structure of his inner motives (needs and values) as well as on the efficiency of the stimulating system which exists in this company.

To implement an effective motivation policy of managing the staff one should create a motivation mechanism which takes into account different factors. The motivation mechanism of a company is a complex system of motivating factors (motives) and of the ways to influence (stimuli) the staff to guarantee the achievement of the motivation policy's aims [2].

The mechanism of motivation should be developed taking into account the peculiarities of the staff which has their own needs, interests, preferences and values. This mechanism must take into consideration the existing structure of management, the factors which influence the company from inside and outside as well as the traditions formed in the company and the working experience.

That's why the process of evaluation an IT-specialist's work motivation should be developed and formalized in such a way that will allow to get the necessary information to choose this or that set of motivators. The choice must be made taking into consideration the prognosis of satisfying the needs of an IT-specialist with the help of the motivators set which is financed on certain levels.

The analysis done of functional possibilities of modern information technologies in modeling the working processes showed that the functional models made with the help of ARIS describe the working processes in a company with a fast
changing incoming information most accurately. This means that the developed functional models will be oriented on modeling the object under the condition of changing the incoming data every now and then. According to the studies of foreign authors one can get the fullest functional modeling of working processes on the basis of ARIS eEPC (extended Event Driven Process Chain) notation. This is an extended notation describing the process chain which manages the events. ARIS – (stands for Architecture of Integrated Information Systems) is a methodology which integrates a set of various methods starting with the description of business processes to the realization of applied systems which in their turn automatize these processes. It also includes documenting data about the systems and their processes. This means that ARIS is a totality of information technologies and tools which provide the development and design of integrated systems for informational support of various production processes in managing and making decisions.

ARIS tool set represents a fulfilled methodology of formalizing the information about the company's activity and it also shows the information in the form of informational models which are good for understanding and analysis. One of the most important aspects in describing the models of production processes is the reflection of administrative influences, reverse connections in the control and management of the procedure on this model. The models created with the help of the mentioned tools reflect the existing situation in a company. The level of detailing depends on the aims of the project.

ARIS implements the principles of structural analysis when the company is looked at as a complex which consists of different components in structure and these in their turn have different connections between them. Therefore, the following instrumental tool allows to determine and represent in the models the main components of a company, active processes and the interconnection between all these components.

Evaluating the motivation of IT-specialists to work is aimed at defining the correspondence of the existing motivation set to the motives and expectations of IT-specialists. It is suggested to evaluate according to the method of multicriteria choice of motivation complex results. [3].

The functional eEPC model of the process of evaluating the staff's productive motivation with the help of ARIS Simulation is shown on drawing 1.

Three organizing items take part in the process of evaluating the IT-specialists productive motivation (see drawing 1): the staff (IT - specialists), an expert and a manager (director), each of them performs his own functions.

The interaction of the members in this process is provided by the intellectual system of informational support of the motivation management process which also provides storing and processing data according to the model represented in drawing 2.
Drawing 1. The fragment of a functional eEPC model of the process evaluating IT-specialists’ motivation with the help of ARIS Simulation
The informational support of the motivation managing process needs the fulfillment of corresponding calculations. This is shown in the functional model (drawing 3).
Conclusions

The designed functional models of evaluating IT-specialists motivation with the help of ARIS Simulation tools give an opportunity to conceptually describe the main elements of a new information technology and define the list of necessary participants of the process, conceptual structure of data and the list of necessary automatic calculations for its usage.
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1.9.36
METHOD OF ESTIMATING THE INTEGRATED COMPETENCE OF AN IT-SPECIALIST

The article describes a method of estimation and visualization of the results of evaluating (sub-)groups of attributes, which allows comparing equal competence of experts and calculating a generalized index termed “compliance coefficient”.

The method of estimating the integrated competence of a technical specialist is based on using an individual staff competence model, which includes as components such feature vectors as: knowledge, skills and abilities (KSA); professionally important qualities (PIQ); and motivation (MT), with the possibility of viewing each of them in turn as a set of sub-attributes. Attributes can be measured using different scales. In particular, the biomedical and physical dimensions characteristics of PIQ are to be measured using an interval scale and/or absolute scale, for which there are computerized processing methods. The results of these measurements can be included in the data on which the decision regarding the level of competence of the technical specialist is made, either directly or subject to transformation into values of an average four-point scale.

Thus, it is possible to consistently process the results of performance during the acquisition of the appropriate technical profile, that is, professional education (marks in the diploma), expertise survey, testing, and certification, expressed as average estimates. The result of applying the model of individual competence of an employee should be a reliable conclusion as to compliance of the competence of the specialist (who is the object of analysis), to a reference value corresponding to the standard for the given technical profile, or a negative result.

To achieve this aim, an automated system of evaluation of competence (ASEC) has been developed, which actually is an expert decision support system (EDSS) constructed on the basis of an instrument shell and designed to assess the state of complex systems (objects) where a significant number of important factors is available, or on the basis of a personnel management system. In these circumstances, it is postulated that there are connections and interdependencies between the factors that may not have been clearly defined when beginning to use the system. The scheme of information links in the application of ASEC is shown in Fig. 1.
I. The source data for evaluation

For each of the technical specialists (object of comparison) that are undergoing competency assessment a personogram containing a set of attributes is completed. The values are the three groups of estimates obtained according to the average four-point scale (AFPS) or converted to its values.

The first group includes the overall results of the specialist’s expert evaluation, which indirectly determine the level of knowledge, skills and abilities. This group of data reflects the personality traits such as intelligence, creativity, independent thinking, good memory, diligence and patience in achieving the goal, and the ability to apply their KSA in practice.

The second group of estimates is the results of expert evaluation of professionally important qualities (PIQ) of the specialist under evaluation. An example of a source of such assessments may be the so-called sixteen personality factors test by Cattell – a questionnaire of the level of subjective control.

The third group of estimates comprises the results of expert assessment of the motivational component. The most common methods for identifying staff motivation are interviews, tests and questionnaires. The interview may be conducted using the S.T.A.R. method. In Ukrainian testing practice, the most commonly used tests are such as the Smeikal-Kucher method of estimation, the method of "career anchors" by E. Schein, the method labor motive diagnosis by V. Gerchikov, etc.

II. Visualization of the results of evaluation evidence

Take a circle and divide it into n (number of partial indicators) sectors. For each of the objects of comparison (OC) mark the distance along the radius proportional to the values of the partial indicators vi thus obtaining a polygon. In the graphical representation of calculation results in MS Excel in the form of a so-called radar chart this polygon (Fig. 2) is a visualized image of the personogram of a specialist under evaluation or of any single feature vector that compose it. The area of the polygon can be calculated using the formula:

\[ S_p = \sum_{i=1}^{n} S_i \],

where \( S_i \) – is the area of a triangle formed by connecting the adjacent values \( v_i \) and \( v_{i+1} \).

To calculate the area of a triangle of arbitrary orientation, we’ll use the calculation formula for a rectangular coordinate system:

\[ S_A = \frac{1}{2} \left| x_1(y_2 - y_3) + x_2(y_3 - y_1) + x_3(y_1 - y_2) \right| . \] (2)

If one of the vertices of a triangle, for example, the third, is located at the zero (origin) point, (2) is simplified:

\[ S_A = \frac{1}{2} \left| y_2 + x_1(-y_1) \right| . \] (3)

In a general case,
The reference space in the form of a regular polygon inscribed in a circle with a radius corresponding to the maximum value $v_{max}$ for the selected scale, is an ideal formalized image of a technical specialist – the benchmark. Its area $S_R$ can be calculated using formula (4), provided $v_i = v_{max}$.

Compliance coefficient of the $j$th evaluated specialist to the ideal image is calculated as:

$$K_{CB_j} = S_{P_j} / S_R$$  \hspace{1cm} (5)

For example, for a certain technical specialist $M$, whose level of KSA was acknowledged as the best according to the results of testing (the test consists of 13 questions), the arithmetic mean of the estimates (AME) is equal to 4.38; the value of estimates measured by means of the average four-point scale are presented in Table 1, and the visualized results are shown in Fig. 2.

### Table 1

<table>
<thead>
<tr>
<th>№ of task</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAFPS</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>3.66</td>
<td>4.66</td>
<td>4.33</td>
<td>5.00</td>
<td>4.23</td>
<td>5.00</td>
<td>4.66</td>
<td>4.66</td>
<td>3.67</td>
<td>4.04</td>
</tr>
</tbody>
</table>

Calculated according to formula (5), the value of the coefficient of compliance $K_{CB_j} \approx 0.77$.

### III. Data processing

Preprocessing of the collected and accumulated data on the specialist under assessment should provide for an analysis of information from all sources, its systematization and preparation for computerized processing by means of applications that are part of the software equipment of human resource system of the enterprise.

We use logical methods to describe the subject area and represent the model of the evaluated specialists data processing in the language of predicate calculus. Let $M = \{m_j\}, j = 1, \ldots, m$ be a set of technical specialists assessed per their level of competence; the potency or cardinal number of the set is equal to $m$. Each element $m_j$ of this set has a range of properties (attributes). Let us select the main ones and represent them as a set of attributes $V = \{v_i\}, i = 1, \ldots, n$; or example, professionally important qualities (PIQ) of the specialist: $v_1$ - discipline, $v_2$ - perseverance, $v_3$ - determination and so on. Then the set-theoretic language can be written: $m_j \in M$ and has the property $m_j|V(m_j)$.

In essence, each attribute is a linguistic variable: "discipline," "perseverance," "determination," and so on, which can be estimated within the range of the average four-point scale $[2.00 \ldots 5.00]$.

We assume that the limiting value of the estimated fuzzy values is the number $\alpha \geq 4.00$, which in the theory of fuzzy sets is called the $\alpha$-cut of the membership function. In other words, we assume that the assessment $m_j \in M$ of an
attribute \( v_i \), the value \( \alpha \geq 4.00 \) characterizes the best qualities of the specialist, while \( \alpha < 4.00 \) points to the contrary.

Consider the predicate \( G(m_j(v_i)) \) which means that a certain specialist \( m_j \in M \) has all \( n \) properties \( v_i \in V \), that can be measured in the range \([2.00... 5.00]\). Then the axioms are true that define the groups of competent and incompetent specialists, respectively:

\[
Axiom\ 1. \quad \forall m_j \forall v_i \left( v_i \wedge v_2 \wedge \ldots \wedge v_n \geq 4.00 \right) \rightarrow 1;
\]

\[
Axiom\ 2. \quad \forall m_j \forall v_i \left( v_i \wedge v_2 \wedge \ldots \wedge v_n < 4.00 \right) \rightarrow 0.
\]

For the group of specialists of the required level of competence, processing continues. We write predicates according to the model:

\[
Predicate\ 1. \quad \exists m_j \exists v_i G(m_j(v_i)) \rightarrow 1;
\]

\[
Predicate\ 2. \quad \exists m_j \exists v_i G(m_j(v_i)) \rightarrow 1;
\]

\[
Predicate\ n. \quad \exists m_j \exists v_i G(m_j(v_i)) \rightarrow 1.
\]

The sequence of further processing is as follows:

1. For each group (subgroup) of the set of equilibrium properties (attributes), the coefficient of competency compliance for the \( j \)th specialist is calculated as per formula (5):

\[
K_{cj} = \frac{S_{cj}}{S_j}.
\]

2. A matrix \( V \) of \( m \times k \) dimension is formed, where \( m \) equals the number of objects of comparison; \( k \) is the number of groups of (sub-)attributes (partial characteristics) of the objects of comparison.

3. The column vector \( R \) is calculated as the vector whose components \((r_1...r_n)\) by the expression: \( R = V \times W \),

where \( W \) is the column vector of the values of the weight factors of the characteristics, as determined by experts.

4. A specialist is selected whose expertise corresponds to the maximum value of the element from the column vector \( R \); or several objects in the order of decreasing the values of the estimates of \( r_j \).

In case the assessments of the \( r_j \) competence coincide for individual specialists under evaluation, a quasi-order of the elements of the set is formed, for example, for five evaluated specialists:

\[
(m_1(R) = m_3(R)) > (m_2(R) = m_4(R)) > m_5(R).
\]

The final rankings with some additional conditions will be presented as a series of advantages (for the same example):

\[
m_1(R) > m_3(R) > m_2(R) > m_4(R) > m_5(R).
\]

Here the “\( > \)” sign denotes the relation of advantage.

5. The series of advantages (6) and the final statement about each of the specialists assessed concerning the levels of their professional competence are provided to the decision maker, as the output.

IV. Assessing the accuracy of the characteristics of the developed method
To estimate the accuracy of the proposed method we use reduced error as a limit for permissible basic error:

\[ p = \Delta / X_N \]  

where \( \Delta \) is the absolute error of estimation results; \( X_N \) is the scale length.

In our case, the result of evaluation contained four significant digits, that is, any evaluation of the results (the coefficients of compliance) may be varied in the range of \( 0.6400 \ldots 0.9999 \) (\( X_N = 0.9999 \times 0.6400 \times 0.3500 \)) with an absolute error \( \Delta \leq 0.0001 \), and the reduced error is: \( p = 0.0001 / 0.3500 \approx 0.0003 \).

With the same number of significant digits, the weight handling of medium and median estimates of the compared objects (results of the evaluation may vary in the range \( 4.000 \ldots 5.000 \)) gives \( p = 0.001 / 1.000 \approx 0.001 \).

Thus there is a notable three-fold advantage in the accuracy of the proposed method.

Sensitivity \( S \) characterizes the ability of any measurements interpreter to respond to changing input values and is estimated by the ratio of the output signal change \( Y_{out} \) to the input signal change \( X_{in} \). Sensitivity is usually a dimensional quantity, which serves a variety of units that depend on the nature of input and output variables.

In general, sensitivity \( S \) is defined as a derivative of the transformation:

\[ S = dY / dX = \Delta Y_{out} / \Delta X_{in} \]  

It is apparent that sensitivity decreases with increasing the number of characteristics (partial performance), but is sufficient for differentiating the specialists by their competence, if any given assessment differs by \( \pm 0.01 \) points.

Calculated values of similar characteristics for other methodologies of assessing the integrated competence of a technical specialist are not available in the literature that has been analyzed.

**Conclusion**

1. A method of estimation and visualization of the results of evaluating (sub-) groups of attributes has been developed, which allows comparing equal competence of experts and calculating a generalized index termed “compliance coefficient”

2. A method has been developed for estimating the rating technical specialists of a given enterprise based on a formalized model of processing the data about the employee being evaluated, which may reduce the subjectivity in assessing and comparing the selection of personalized data of personogram (the values of the results of expert estimation of individual parameters) according to certain rules and formulation of recommendations for decision makers.

3. Performance testing on real data has been carried out of the assessment method for integrated competence of technical specialists and its software implementation, which confirmed the possibility of ensuring objectivity during the proficiency test to determine the competence level of a specialist.

4. Characteristics of the proposed methodology have been evaluated (defining the error and sensitivity) and were found sufficient for practical application of the method.
THE REALIBILITY MODEL OF INFORMATION SECURITY SYSTEMS

A reliability model of information security systems depending on the number of hacking attempts was created. The necessity of using multileveled information security systems was justified. A model of calculation the degradation of information security systems for the period of time since the development to the commissioning was created.

1. Introduction

With the proliferation of information technology, organizations are becoming increasingly dependent on information systems, and, consequently, more vulnerable to security threats. The network architecture of the distributed computing environment, came where the security depends on all items, as well as for its breach was sufficient to gain access to one of them.

The urgency of the problems of information technologies is the avowed that is confirmed by the large number of court cases regarding misconduct of information with restricted access. Different organizations have multi-million losses as a result of ineffective security of sensitive information. However, the analysis of statistical data on violations said about problems in this area, which in most cases are caused by flawed design and insufficient reliability of information security systems.

Nowadays, the importance of information security is not in doubt. All information security systems (ISS) must include adequate countermeasures of external and internal threats. Without a doubt, it to be an ISS complex, but at the same time, should involve the emergence of specific threats.

For the organization, which creates ISS, the prime interest has the investment value and the size of the theoretically possible information losses without any security. The financial costs and the size of the general damages of ISS hacking are also interesting.

2. ISS reliability calculation depending on the hacking attempts

Figure 1 includes calculation of ISS reliability [2] depending on the hacking attempts. The investments in the ISS are greater than or equal to the information importance. The reliability of ISS is shown as determined number of hacking attempts, when next attempt result does not depend of the previous ones. The ISS reliability determines on \( m \) hacking attempt is shown by the formula:

\[
P(x) = \left( p_{\text{all}} \right)^{m-1}, \quad P_x = \frac{x}{H + x}^{m-1} \cdot \frac{H}{H + x}
\]

where, \( p_{\text{all}} \) is the value of ISS reliability; 
\( m \) is a successful attempt to break into ISS; 
\( H \) is the financial loss in the absence of ISS; 
\( x \) is the investments to ISS at the level of reliability of \( p_i \); \( p_i \) is a level of reliability at the level of investment.
Figure 1 presents the value of ISS reliability $P(x)$ by the formula (1). According to the calculation the curves $P_a(X)$ and $P(m)$ fully match.

![Figure 1](image)

**Fig. 1** – ISS reliability value $P(m)$ depending on the $m$ hacking attempts:
1 when $m = 1$; 2 when $m = 2$; … 5 when $m = 5$; $X = x/H$ – the value of financial loss; $P_a(X)$ is the curve, which determines the maximum reliability value depending on the size of investments in ISS; $a$, $b$, $c$ – the probability of 4, 3, 2 hacking attempts with the amount of investments in ISS which was calculated for 4 attempts of hacking.

Since the curve (fig. 1) is with the cost to breaking with the fourth attempt, the maximum probability of hacking have to spend $x=3H$. It is obvious that with this investment level, the hacking probability on the first attempt is minimal. The hacking probability on second (point b, fig. 1) and third (point b, fig. 1) attempts will increase. Opposite, if the organization invests in ISS, it will be more optimally the required cost for hacking with the fourth (point a, fig. 1) attempt, the probability of hacking will diminish, according to the curve, which is the maximum ($x=4H$) in the direction of increasing $x$. In this case, the probability of hacking protection on the fourth attempt will diminish depending on the investment.

### 3. Using the multilevel security for increasing the ISS reliability

Figure 2 presents the calculations result which proves that using of one-leveled ISS is totally ineffective, because even the endless investment in ISS upgrading can’t guarantee the sufficient level of reliability. Minimum number of ISS that can be used to achieve the required level of reliability must be at least two. Using of multilevel security guaranties the increasing of ISS reliability with the same investment.

![Figure 2](image)

**Fig. 2** – the calculation of ISS reliability with using the multilevel ISS; $P(m)$ is the curve, which determines the maximum value of ISS depending on the investment.
on the attempts of hacking \( m \geq 1 \);

- \( R^* \text{ gen (} m) \) is the quantity of full losses after ISS hacking;
- \( R^* \text{ inv (} m) \) is the quantity of investments losses after ISS hacking;
- 1 – Quantity of the risk of losses when hacking two-leveled ISS \( R^* \text{ gen (} m1, \ m2) \);
- 2 – Quantity of the risk of losses when hacking three-leveled ISS \( R^* \text{ gen (} m1, \ m2, \ m3) \);
- 3 – Quantity of risks loss of investments in two-leveled ISS \( R^* \text{ inv (} m1, \ m2) \);
- 4 – Quantity of risks loss of investments in three-leveled ISS \( R^* \text{ inv (} m1, \ m2, \ m3) \).

In table 1 there are the numerical values of ISS that show the reliability of it hacking and general damages or loss investment only. The calculations are carried out for \( m_1=m_2=m_3=2 \), i.e. hacking at each level from the second attempt. A justification for this assumption is related to the fact that the maximum probability of investment losses arises from the first to the second hacking attempts. So we can assume that for multilevel ISS the calculation of hacking into the second attempt for each level is sufficient. Unlike the case of one-leveled ISS, the probability of losing the investment for the nested ISS hacking at the endless attempts is reduced to zero.

<table>
<thead>
<tr>
<th>Security levels</th>
<th>The probability of losses</th>
<th>( m_1=m_2, m_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^* \text{ gen (} m1, m2) )</td>
<td>0.5</td>
<td>9.4 ( \times ) 10(^{-1} )</td>
</tr>
<tr>
<td>( R^* \text{ inv (} m1, m2) )</td>
<td>0</td>
<td>6.3 ( \times ) 10(^{-2} )</td>
</tr>
<tr>
<td>( R^* \text{ gen (} m1, m2, m3) )</td>
<td>1.7 ( \times ) 10(^{-1} )</td>
<td>1.0 ( \times ) 10(^{-3} )</td>
</tr>
<tr>
<td>( R^* \text{ inv (} m1, m2, m3) )</td>
<td>0</td>
<td>7.8 ( \times ) 10(^{-3} )</td>
</tr>
</tbody>
</table>

4. The ISS reliability in time

The level of ISS reliability in time is also important [3] taking into account the of ISS degradation since the development to the commissioning. The reliability of ISS in time is indicated by the following formula:

\[
(t_0 + t) \cdot p'(t) = f(t)
\]  
(2)

where, \( t_0 \) is the time since the creation of the ISS till the start of using;

\( t \) is the time within which the information is protected;

\( p'(t) \) is the level of ISS reliability in time;

\( f(t) \) is any positive function.

With the expression (2), we can say that for reliability ISS function protection risks \( f(t) \) while increasing time for \( t \) must be at least constant. The decreasing of \( f(t) \) in time means that ISS is not reliable and it must be upgraded. The increasing of \( f(t) \) over time means that the ISS is more efficient.

Thus, if ISS is not certified in time for the assessment of the degradation it is necessary to consider the case where \( f(t) = \text{const} \), which provides the lowest possible reliability in time. At the same time, the expression (2) can serve as a criterion of ISS reliability in time. If we know the \( p'(0) \) at \( t=0 \) and probability \( p'(t) \)
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after some time \( t = t_f \), we can infer about the level of ISS reliability. Condition \( \dot{f}(t) = \text{const} \) responses the minimum required level of ISS reliability.

Figure 3 shows the dependency of probability of ISS hacking \( P_m(t) \) with time and the number of attempts to break into the \( m \) attempt. The graph shows, when hacking attempts are increase the required time is reduced. As a result, with the same reliability level the probability of ISS hacking from first attempt are decreased.

![Figure 3](image)

Fig. 3 – the dependency of hacking probability \( P_m(t) \) from \( t/t_0 \) with \( a \approx 1 \): curve 1 is the one attempt hacking to \( m = 1 \), the curve 2 – two attempts \( m = 2 \), curve 3 – three attempts \( m = 3 \), curve 4 - after five attempts at \( m = 5 \). Continuous line corresponds to the \( P(t) \) is the maximum hacking probability.

5. Conclusions.

This article presents the results of the previous research on the techniques and improving the ISS reliability. An important role in the ISS development, according to the authors, has the level of ISS reliability depending on the number of hacking attempts; importance of using the multi-level ISS that provide solid protection of sensitive information; the optimum investments value for the ISS development. Cited research makes it possible to count the optimal ISS settings on the stage of development in order to identify and ensure the optimum level of reliability.

6. References
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DEVELOPING ANALYSIS OF JOB COMPLEXITY FOR NEEDS OF NATIONAL TRADE MARKET

In article, the author describes in shot the main task and structure of job model for needs of Ukrainian trade market. The author have been working for a long time on the basic methods of functional job model, its components and main features of modeling process of complex social technical system «human-job» from the creative potential prospective.

Estimation of job complexity combine at least three areas of activity: job analysis, job descriptions and job specifications. Let’s describe in short this three area for further expounding of main idea.

Job analysis is the procedure through which you determine the duties of these positions and the characteristics of the people to hire for them. As a rule information of job analysis used for writing job descriptions and job specifications.

Job description in common is a list of a job’s duties, responsibilities, reporting relationships, working conditions, and supervisory responsibilities, as mentioned before one of products of a job analysis.

Job specification in common is a list of a job’s “human requirements”, that is, the requisite education, skills, personality, and so on — another product of a job analysis.

Having this income information, we can start procedure of estimation of job complexity. For fulfilling the procedure, we also need to have a mathematical model of job, algorithm of modeling and of cause, software for computerization such a difficult task.

Author suggests to use functional model for describing area of job (pic. 1).

Functional model describes entirety of functional subsystem, process and relationship between subsystems from the interaction, influence and information.
translation prospective. Functional model in common can be describe like functional areas, which describe job from such prospective: job content, creativity, knowledge and experience, responsibility and interpersonal relationship.

The worker-oriented approach to job analysis has been used for many years, and many standardized instruments that implement this philosophical approach to work measurement have been developed. These instruments have been used to address a variety of personnel needs, including grouping jobs for classification purposes, conducting synthetic (or job-component) validation studies (e.g., McCormick, 1959, and setting compensation rates [1-6].

The goal of "worker-oriented" job analysis is to be able to analyze and meaningfully compare -- even highly task- dissimilar jobs; this is accomplished by describing each job using a common profile, or metric, of work activities [7].

In mathematical model functional areas are described by author using equations in three-dimension area of aspects, which characterizes functional area with necessary level of detail. Structure of aspects present on picture 2.

![Job aspects](picture2.png)

In common mathematical model can be presented like a function of five variables (aspects), which as well are functions of variable subfactors (aspects less levels) (1)

\[ Q_p = f(F_i, sF_j) \] (1),

- \( Q_p \) - Quantity of points, which job were been estimated by experts according to special scales;
- \( F_i \) - Job model factors (aspects), \( i = \{1 \div 5\} \);
- \( sF_j \) - Job model subfactors.
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For the modeling, using mathematical model the experts normally collects one or more of the following types of information via the job analysis:

1. **Work activities.** First, collects information about the job’s actual work activities, such as cleaning, selling, teaching, calculation or painting. This list may also include how, why, and when the worker performs each activity. As a rule each activity described by scale of importance.

2. **Human behaviors.** The specialist may also collect information about human behaviors like sensing, communicating, deciding, and writing. Included here would be information regarding job demands such as lifting weights or walking long distances.

3. **Machines, tools, equipment, and work aids.** This category includes information regarding tools used, materials processed, knowledge dealt with or applied (such as finance or law), and services rendered (such as counseling or repairing).

4. **Job content.** Included here is information about such matters as physical working conditions, work schedule, and the organizational and social context—for instance, the number of people with whom the employee would normally interact. Information regarding incentives might also be included here.

5. **Human requirements.** This includes information regarding the job’s human requirements, such as job-related knowledge or skills (education, training, work experience) and required personal attributes (aptitudes, physical characteristics, personality, interests).

**Conclusion.** Aspects of functional job model can be used by information technology and mathematical specialists for developing software for implementation of mathematical model. Such kind of model will be useful for HR specialists for making job complexity estimation.

**References**
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DETERMINATION OF EFFICIENCY OF FUNCTIONING OF THE INTEGRATED INFORMATIVE SYSTEM

Expedience of the use of method of DEA is considered for determination of efficiency of functioning of the integrated informative system, what skadaet'sya from the informative system of enterprise and informative system of project which will be realized on this enterprise. It is set that the use of method of DEA allows to promote quality of management the integrated informative systems. A method of DEA can be basis of the formalized method of research of efficiency of the difficult informative systems.

Today for effective realization of innovative and investment projects there is a necessity to unite the informative systems of enterprise and project in the unique an informative complex is computer-integrated with the purpose of increase of functioning and development of organization. As a result of association of two systems in the unique informative complex possible existence of great number of variants them the eventual state and to estimate efficiency each of them is a labour intensive enough task.

The row of attractive properties has a method of DEA, in a that number it:
- allows to calculate one agregirovaniy index of efficiency for every object, does not need here a priori task of weigher coefficients for variables used in an analysis [1,2,3]:
- does not have not what limits on the functional form of dependence between entrances and outputs, as kus eye-linear a limit of efficiency is non-parametric;
- a plural of effective objects is optimum after Pareto.

Tool, used for research of efficiency of co-operation of the difficult hierarchical systems, in our view, it is possible to divide levels into three:
- base tool: theory of plurals, theory of the graphs, mathematical programming, theory of diferenciaciynikh equalizations, statistical methods, and in.;
- the specialized methods are researches of efficiency, which are built on the basis of tool of the first level (for example, method of DEA, imitation design);
- methods which combine in itself the different instruments of the first two levels.

The choice of tool is determined a solvable task and level of complication of the probed system. A research method is presented [4].

On the first stage of research it is necessary to conduct the capture of statistical data about the object of research. In quality an object the informative systems of enterprise (IS1) and informative system of project which will be realized on this enterprise are used (IS2). The systems are variables in time. That their functioning and co-operation for all life cycle of project is examined – 5 years (10 epoches).
On the second stage the estimation of dynamics of the informative systems is conducted in problem space by the construction of phase portraits of the systems. Thereon the stage the parameters of firmness of the systems, and presence in them of attractors of the first family, are determined (to the type «center»). The offered tool is a mathematical design.

The estimation of co-operation of two informative systems is on the next stage conducted in their problem spaces. An instrument of analysis is a theory of the graphs.

Efficiency of functioning is estimated by the neuron model of co-operation of entrances/outputs of the separate systems. It is thus necessary to create the structure of neuron network and get management vectors and parameters of management the systems. An instrument is a neuron design.

On fig.1 the presented dynamics of parameters of management the integrated informative system (a, b) which provide achievement of the maximally possible at the set terms effective state the integrated system (c).

Fig. 1. Achievement of the effective state the integrated informative system: a) management the change of entrances of the system; b) management a change the outputs of the system; c) dynamics of maximally possible efficiency of the system
From fig.1 evidently, that efficiency of the integrated informative system arrives at a maximal value on the fifth year of realization of investment project.

Estimating efficiency of the difficult system, which has a hierarchical structure, there is a problem of estimation of efficiency of subsystems on the different levels of hierarchy, and also problem of aggregation of estimations of efficiency of separate objects in the unique estimation of efficiency of the systems. Thus, a necessity appears for modification of the offered method for the decision of the put problems.

Conclusions

It is set that the use of method of DEA allows to promote quality of management the integrated informative systems. A method of DEA can be basis of the formalized method of research of efficiency of the difficult informative systems.
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COMPUTER DESIGN OF FINISH PROCESSING OF NON-RIGID DETAILS

Educed features of finish treatment of non-rigid details of air-space, machine-building and other industries. Offer general methodology of computer design of processing polishing of non-rigid details. An algorithm over of creation of working model of the system "workpart - grain - copula" and results of calculation of proposed thermomechanical model are brought.

Requirements to exactness of sizes and quality of superficial layer of various details increase constantly, together with it an all greater value is acquired by the finish operations of treatment, such as grinding, tweaking, polishing and other. Unlike the operations of cutting by a bladed instrument, treatment an abrasive instrument is small investigational, by principal reason what stochastic character of process is. At abrasive treatment on the parameters of treatment considerable character influence, not only cutting modes but also choice of instrument and it description. Thus, for example, sizes, form and location of abrasive grains in a grinding wheel, and accordingly and cutting corners, have probabilistic character. In connection with what microcutting forces constantly change by value and by direction of action that especially negatively affects quality of treatment of non-rigid details. Thus, research of process of abrasive, finish treatment of non-rigid details is an actual task.

In air-space, machine-building and other industries non-rigid details are widely widespread such, as crankshaft and camshaft, compressor and turbine shoulder-blades, thecal forms, needle-shaped details and other. In work [1] investigational traditional processing schemes gas-turbine shoulder-blades and the new method processing of workers and base surfaces of shoulder-blade offers by an abrasive ribbon by means of robot with the system numerical control PM-01. A module 3D design of process of creation and removal of assumption is in-process conducted, the numeral values of cutting forces and their change are however certain in the process of treatment, a degree and form of deformations of shoulder-blade are not investigational in the process of polishing of internal and external profiles of peer and transitional edges.

In a number of works from the computer design of grinding process [2, 3] basic attention is spared to the structure and properties of grinding wheel, as the least proof link. As a result of researches methodologies of choice are offered as copulas, concentrations et cetera, from the terms of optimal firmness and turning of working surface of instrument. At a traditional mathematical and computer design the weak element of the working system is tools that tests most deformations and determines exactness of treatment, however at polishing of non-rigid details maximal size of deformations of it is observed exactly in a detail. Insufficient inflexibility of detail predetermines the necessity of application of additional equipment and specific
charts of treatment, and also lays on a limit on the modes of cutting that diminishes the productivity usually. As known, complete deformation of purveyance during treatment for time unit is determined:

\[ \varepsilon = \varepsilon_{\text{elastic}} + \varepsilon_{\text{plastic}} + \varepsilon_{\text{creep}} \]

where \( \varepsilon_{\text{elastic}} \) – elastic component; \( \varepsilon_{\text{plastic}} \) – plastic component; \( \varepsilon_{\text{creep}} \) – creep deformation.

The necessary condition of calculation is the use of terms of equilibrium, terms of compatibility of deformations, kinematics dependences between deformations and moving. At the computer design of treatment cutting, the process of destruction is examined as cyclic. A criterion for the removal of shaving accept by means of method of in good time certain surface

\[
f = \left[ \frac{\sigma_n}{\sigma_f} \right]^2 + \left( \frac{\varepsilon}{\varepsilon_f} \right)^2, \quad \sigma_n = \max(\sigma, 0).
\]

Destruction arises up, at \( f \geq 1 \), in this case the resiliency of element equals a zero.

In basis of realization of method of complete elements in such software products, as ANSYS, LS-Dyna, Abaqus and other nonlinear mechanics of the tensely-deformed body, that is base on row of fundamental laws and equalizations, is fixed:

1. Law of maintenance of mass: \( \rho \cdot J = \rho_0 \), where \( J = \det(F) \) – Jacobian, or relative volume presently to time; \( \rho, \rho_0 \) – accordingly actual and initial to the closeness of material; \( F = \frac{\partial X_1}{\partial X_j} \) – gradient of motion.

2. A law of conservation of energy is on condition of absence of thermal sources: \( \rho_0 \cdot \dot{\omega}^{\text{int}} = \hat{F} \cdot \sigma \), where \( \hat{F} \) – speed of gradient of motion; \( \dot{\omega}^{\text{int}} \) – speed of change of internal energy(internal power).

3. Law of maintenance of amount of motion: \( \rho \cdot \ddot{u}_i = \rho \cdot f_i + \sigma_{i,j} \), where \( f_i \) – closeness of by volume forces; \( \sigma_{i,j} \) – derivatives of part of component of tensor of tensions of Cauchies \( \sigma_{i,j} \).

4. Equalization of equilibrium \( f = f_{\text{load}} + f_{\text{contact}} - I \), where \( f_{\text{load}} \) – a volume is erected and external, that operate on a body; \( f_{\text{contact}} \) – erected forces and pin borders of body; \( I \) – internal forces.

5. Law of heat-conducting of Fourier \( \rho \cdot C \cdot \frac{\partial T}{\partial \tau} = \frac{\partial}{\partial X_1} \left( \frac{\partial T}{\partial X_1} \right) + Q \), where 

\[ Q = \eta \cdot \sigma_{i,j} \cdot \varepsilon_{i,j} \] – power of by volume and thermal sources.

6. Maximum terms: \( \sigma_{i,j} \cdot n_i = P \) – forces are on the border of body, \( u = U \) – moving is to the border of body, \( (\sigma^+ + \sigma^-) \cdot n = 0 \) – forces are on a pin border, at
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\[ u^+ = u^- , \quad \lambda \cdot \frac{\partial T}{\partial n} = q_s , \quad T = T_e \] – thermal streams, or set temperatures on a border accordingly, where \( q_s = \tau_n \cdot u \). Together a thermal stream must be up-diffused between shaving, purveyance and instrument.

7. hypothesis of destruction, and law of friction \( \tau = -\mu |\tau| \max \frac{\Delta v}{|\Delta v|} \).

Decisions carry out on the basis of continued model in approaches of Lagrang and Euler. General methodology of construction of complete-element model for the tasks of creation is driven to work [4]. With the aim of construction of three-dimensional model of the cutting system "workpart - grain - copula" it is expedient to use the system SolidWorks, the task of parameters of materials of tool and detail comes true in LSPrePost.

A block is a chart of realization of programmatic calculation on slave on scheme 1.

Will undertake a thermomechanical study of process of grinding of needle-shaped detail one abrasive grain. The resiliency of detail is determined by it geometry and method of fixing. The rightness of choice and construction of model of instrument influences on adequacy of design of process of finish treatment. In-process [3] but other similar, it is suggested to design abrasive grains in form

\[ K_n = 0 \]

To enumerate the matrix of inflexibility \( K(u) \):

\[ K(u) = K(u_0 = 0) = K_0 \]

\[ 1.9.54 \]
rectangular parallelepiped, cone, spheroid, ellipsoid, octahedron and other. In this case design of sharpening of needle-shaped surface abrasive tool with the middle size of grains of 160 micrometer, in quality of geometrical model of grain accept a cone with the radius of rounding at a top.

With the aim of the most complete reflection of terms of fixing of grain in a copula and grant to grain of necessary orientation will model a copula in a kind to the parallelepiped, choose properties of material of that most near to properties of ceramic copula. At creation of net of complete elements on the surface of instrument accept the size of elements of grain less than sizes of elements of copula, with the aim of reduction of machine time to the calculation of the system, and taking into account insignificant losses of exactness on a copula. Accept the sizes of net of detail variables, thus the size of her increases at remote from a zone treatments.

The results of calculation are brought around to scheme 2.

![Scheme 2 – Results of calculation are on temperature and pin indexes](image)

**Conclusion**

The features of finish processing of non-rigid details of air-space, machine-building and other industries are in-process analysed. Offer general methodology of computer design of treatment grinding of non-rigid details. An algorithm over of creation of working model of the system "workpart - grain - copula" and results of calculation of an offer thermo-mechanical model are brought.

**References**

3D-MODELING DESIGN OF MAIN AND ROD JOURNALS WITH CROSSED AXES CRANKSHAFT AND CIRCLE GRINDING PROCESS

Based on research of developed 3D-modeling prototypes, a new method was introduced providing the technology of main and rod journals with crossed axes crankshafts and circle grinding process in one setting, which provides stabilization of allowance removal and feeding on a circuit.

Requirements for precise machining of crankshafts used in automotive, aircraft, tractor, shipbuilding and other modern engineering industries are constantly increasing. It also should be provided high performance processing, which requires the development of more effective all-purpose crankshaft grinding techniques.

For the first time machining of main and rod journals in one setting was introduced by the company Junker (Germany) [1, 2]. Machining of main journals is like on a grinding machine. When machining of rod journals its contact with the circle occurs due to reciprocating motion in a plane passing through the axis of tool and crankshaft rotation which provides journal running per one workpiece cycle. During crankshaft rotation contact point wheel with the workpiece is out of the plane passing through the axis of tool and workpiece rotation, which leads to a change in the insert depth, and it is always larger than the allowance removal. This results in uneven allowance removal, reduces productivity and performance of machining.

The aim of this work is to improve the performance and accuracy of main and rod journal machining in one setting by a narrow circle of supersolid materials at high speed deep grinding with crossed axes of the tool and the crankshaft due to stabilization of cutting depth stabilization, circuit feeding and allowance removal area at a uniform workpiece rotation. This can be achieved by synchronous vertical and transverse movements of the grinding wheel in case of rod journals machining.

The scheme of the new method of main and rod journals with crossed axes deep grinding 2 and workpiece 1 (Fig. 1), which after tapping, roughing allowance is removed with wheel face due to the longitudinal displacement, and finish grinding of main and rod journals are performed by periphery. The use of narrow circle provides versatility. Since the forces act towards the axial direction – the direction of maximum stiffness of crankshaft, it improves machining performance.

At a uniform rotation of the crankshaft 1 by an angle $\theta$ (Fig. 2, 6) the point of contact with 3 laps 2 workpiece 1 moves at an angle $\beta=\theta$ from the horizontal plane of the rod journal 4. Due to synchronous vertical and transverse movements of the grinding wheel a constant cutting depth $t$ (Fig. 2a) (depth is equal to the allowance), the circuit feeding and allowance removal area is provided. This improves the machining performance and quality. Circuit feeding is equal to

$$S_c = R_s \cdot \beta,$$

where $R_s$ – semidiameter of rod journal crankshaft (Fig. 2, 6); $\beta$ – angle between contact points 3 and 3'.
Semidiameter-vector of the machined crankshaft surface is described by the product of the crankshaft tool module, orientation and shaping module. [4, 5]

\[
\text{Semidiameter-vector} = \text{cylinder module tool surface} \cdot \text{spherical module orientation} \cdot \text{forming a cylindrical module, which defines the movement of the tool relatively to the workpiece; subscripts } \psi, x_c, z_d, \theta_d, y_c, z_u(i), \theta_u, R_d(i) \text{ – reasons of one-coordinate matrix.}
\]

The workpiece surface depends on 6 parameters. These equations illustrates
where $Re$ – the eccentricity of (the semidiameter rotation of the rod journal relatively to the main journal axis of the crankshaft); $Ru$ – semidiameter of the grinding wheel; $\pi$ – the unit vector normal to the surface of the tool; $\mathbf{V}$ – the relative velocity vector tool in the workpiece coordinate system.

Contact patch of cervical grinding wheel 4 under the machining of the cylindrical portion is shown in the Scheme 3, and by the intersection 1, 2, 3 based grinding wheel 6 and the end of the workpiece 5.

The Scheme 3b shows the lines: 1 – the intersection of the grinding wheel and the workpiece end; 2 – the intersection of the outer cylinder and workpiece grinding wheel; 3 – contact [5, 6].

Specific grinding performance $Q(i)$ is calculated by the formula

$$ Q(i) = V_n \cdot \pi, \quad (7) $$

where $V_n$ – the projection of the relative velocity in the direction normal to the surface of the circle; $Ru(i)$ – i-semidiameter of grinding wheel; $\theta_1$, $\theta_2$ – entry and exit angles of grinding workpiece wheel.

Contact area $S$ is derived from the equation

$$ S = \int_{i_1}^{i_2} \int_{\theta_1(i)}^{\theta_2(i)} Ru(i)d\theta di, \quad (8) $$

where $i_1$, $i_2$ – limits of integration.

The Scheme 4 shows specific capacity deployed on the x-axis which coincides with the periphery of the circle.
Conclusion

Three-dimensional geometric modeling of the tools is proposed as well as allowance removal and shaping of main and rod journals of crankshafts based on three standardized modules: the instrumental one, orientation and formation. Based on research modeling prototypes, a new method was introduced providing the technology of main and rod journals with crossed axes crankshafts and circle grinding process in one setting, which provides stabilization of cutting depth, feeding on a circuit and allowance removal area at uniform workpiece rotation. Machining is performed by one narrow wheel improving versatility of new technology and enables to machine main and rod journals of various crankshafts.

This technique can be applied to various complex profile cylindrical surfaces with crossed axes of the tool and workpiece grinding processes.
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THE GEOMETRY MATHEMATICAL MODELLING OF THE OVERHAULED VALVE-SEAT SURFACES IN THE VALVE TIMING GEAR

The analytical methods within geometry modelling of the overhauled valve-seat surfaces in the valve timing gear have been considered. The mathematical model to analyze the state of the working valve-seat surfaces under the wear for the purpose to form their parameters of quality within overhaul’s process has been offered.

Generalized 3D - model of the forming process for the valve seat worn surfaces of the valve timing gear in the overhauled repair requires the development of a mathematical model describing the geometry of these surfaces.

The general processing scheme of a valve seat under the wear with description of the constructive and geometrical parameters of the metal-working equipment, affects the quality of the overhaul’s process, was submitted in the articles [2, 5].

To describe the surface’s state of a worn valve seat [7, 8] the usage of spatial equation in explicit form \( z = f(x, y) \) is proposed. Wherein the analytical model of the surfaces is constructed as a generalized polynomial

\[
Q(x, y) = \sum_{k=1}^{n} c_k \cdot \phi_k(x, y), \tag{1}
\]

where \( c_1, c_2, ..., c_n \) - the coefficients to be determined; \( \phi_1(x, y), ..., \phi_n(x, y) \) - system of basic functions of a certain functional space must meet the necessary requirements of continuity and smoothness.

To adjust the more precise model will use the interpolation scheme when the function \( z = f(x, y) \) and the polynomial \( Q(x, y) \) coincide on a given system of points in the \( S \) – area (limited with inner and outer radiuses of the valve seat)

\[
Q(x_i, y_i) = f(x_i, y_i) = z_i, \quad i = 1, ..., n. \tag{2}
\]

Unknown model parameters \( c_1, c_2, ..., c_n \) are obtained from a system of linear equations [1]:

\[
z_i = \sum_{k=1}^{n} c_k \cdot \phi_k(x_i, y_i), \quad i = 1, ..., n, \tag{3}
\]

where \( (x_i, y_i, z_i) \) - the starting points of the working surfaces of the area \( S \).

System (3) has a unique solution if its determinant is not zero.
To develop maximally-considered working surfaces model the system of basis functions must be chosen by the way which is able to describe the exact process caused the deterioration of the valve seat. Therefore, to describe irregular surfaces and ensure the fulfillment of condition (4), taking into account the topography of the working part [7, 8] as the basis functions - quadric is proposed to use:

$$\phi_k(x, y) = (x - x_k)^2 + (y - y_k)^2 + A_p,$$  \hspace{1cm} (5)

where $A_p$ - the parameter that affects the curvature of the modeled surface and can be specified as a experimentally substantiated constant ($A_p \geq 0$). Computation of the determinant (4) and the solution of linear equations (3) are carried out using matrix functions of MathCAD [4].

Spatial model (1) can be used for further three-dimensional analysis of the valve seat worn surfaces and settings before surface’s overhaul. To this purpose the extremes (maxima and minima) of the original surface of each of the chamfers $(A, B, C)$ through the points $(x, y) \in S$ should be researched:

$$Q_{\min}^{A,B,C} = \min\{Q((x_i, y_i))\}, \quad Q_{\max}^{A,B,C} = \max\{Q((x_i, y_i))\}, \quad i = 1, \ldots, n. \quad (6)$$

At the found minimum points $(x_j, y_j)$ ($j = 1, \ldots, k$) for each chamfer is possible to calculate the value $Z_{\min}^{A,B,C}$ of the processed surfaces for the base from the general equation of a right circular cone

$$Z_{\min}^{A,B,C} = \min[Z(x_j, y_j)], \quad Z(x, y) = p \cdot \sqrt{x^2 + y^2}, \quad (7)$$

where $p$ - parameter defined for each of the facets [10], based on the standards of forming parameters of the finished valve seat:

$$p_A = \frac{(R_1 - R_0) \cdot \tan \alpha_1}{R_1}, \quad p_B = \frac{(R_2 - R_1) \cdot \tan \alpha_2}{R_1}, \quad p_C = \frac{(R_3 - R_2) \cdot \tan \alpha_3}{R_2}. \quad (8)$$

The decision on the feasibility and advisability of the parts can be taken upon detection of deeper than $Z_{\min}^{A,B,C}$ - the original surface depressions on at least one of the chamfers of the valve seat (A, B, C), that is when

$$Q_{\min}^{A,B,C} < Z_{\min}^{A,B,C}. \quad (9)$$

If worn seat is suitable for processing, the maximum deviation of the peaks and valleys across the surface to be overhauled can be determined (1):

$$\Delta_{\max}^{Q} = \max_{A,B,C} \left[Q_{\max}^{A,B,C} - Q_{\min}^{A,B,C}\right], \quad (10)$$

that allows to pick the best overall allowance for processing,
Three-dimensional analysis allows highly-precise degree to control of roughness parameters as at any point of the predetermined area $S$ can be processed to determine the function of the deviation of the surface (1) for the base (7):

$$r(x, y) = Q(x, y) - Z(x, y).$$  

(12)

Then the average $R_a$ and RMS $R_q$ asperity in accordance with the standards of ISO-4287 [3] can be calculated analytically:

$$R_a = \frac{1}{S} \int r(x, y) dy dx,$$  

$$R_q = \left( \frac{1}{S} \int r^2(x, y) dy dx \right)^{1/2}. \tag{13}$$

Dimensional analysis involves the use of cross sections obtained by the intersection of 3D-model of the overhauled surface with define planes. In the general case, the slicing plane might be taken a plane of a general position, then the line of intersection with surface its can be defined (1) by the system of equations

$$\begin{cases} 0 = A_1 x + B_1 y + C_1 z + D_1, \\ z = Q(x, y). \end{cases} \tag{14}$$

A solution of (14) can be obtained by any of the numerical [1] techniques (iterations of Newton's method, etc.), however, more efficient, from the standpoint of the computer implementation, the transition from a problem to a differential algebraic [6]. For this purpose the system can lead to a nonlinear equation

$$F(x, y, z) = A_1 x + B_1 y + C_1 z + D_1 = 0, \tag{15}$$

where the function of line of intersection - $y(x)$ is contained in an implicit form, and its derivative has the form

$$\frac{dy}{dx} = \frac{F'_y(x, y, z)}{F'_x(x, y, z)} = \phi(x, y). \tag{16}$$

Setting the initial approximation for the required line in implicit form ($y_0 = y(x_0)$, $z_0 = z(x_0)$) and using the numerical solution of (15) Runge-Kutta method [4], the equation of the curve in space

$$\begin{cases} y = y(x), \\ z = z(x). \end{cases} \tag{17}$$

If to apply to the system (14) the intersecting vertical planes passing through the axis Oz (when $C_1 = D_1 = 0$) it is possible to construct a family of plane curves (17) of the form $z = z(x)$ in the coordinates profile and to use them to control the taper cutting zone. Having built in the $j$-th processing step (Fig. 2, b) [10] on the points of the curve $z_i = z(x_i)$ ($i = 1, \ldots, n$) linear regression [4] for each of the chamfers ($A$, $B$, $C$) the straight-line equation can be obtained:

$$z^{A,B,C}(x) = x \cdot \tan \alpha^{A,B,C} + b^{A,B,C}, \tag{18}$$

where $\tan \alpha^{A,B,C}$ - the angular coefficient of the line.

Then, through the definition of error built in tilt angles and base line might
be evaluated by deviations from the cutting area for each of the taper seat chamfer on the j-th processing step:

\[ \Delta \alpha_{A,B,C} = \arctg(tg \alpha_{A,B,C}) - \alpha_{1,2,3} \] (19)

To analyze the roundness of the chamfers in the first equation (14) the horizontal plane \( (A_j = B_j = 0, z = \text{const}) \) is used allowing to build a profile of a family of plane coordinates curves of the form \( y = y(x) \). Each such plane curve can be investigated by calculating the roundness on deviations from the basic points of the circle (for example, through the construction of non-linear regression [4]). However, if in the course of processing the estimated standard error almost unchanged reasons set using this method, is more complicated. It is therefore proposed to use a piecemeal approach - through the construction of auxiliary circles (internal and external), circumscribed about triangles.

For this (by selection or using functions [4]) three points are selected which most closely spaced from the origin \( O(x_0, y_0) \) (the center of the base) and three ones - from the most distant point of \( O(x_0, y_0) \) (Fig. 3, a) [10].

Through nearby points \( A_m(x^m_1, y^m_1), B_m(x^m_2, y^m_2), C_m(x^m_3, y^m_3) \) the inner circumscribed circle is constructed, through the outermost point - \( A_M(x^M_1, y^M_1), B_M(x^M_2, y^M_2), C_M(x^M_3, y^M_3) \) the outer inscribed circle.

To calculate the inner \( R_M \) and outer \( R_m \) radiuses of the circumscribed circles the sinus and cosines theorem for triangles composed of selected points [1]. For a triangle (Fig. 3,b) [10] formulas are:

\[ R = \frac{c}{\sqrt{1 - \cos^2 \gamma}} \] (20)

where

\[ a = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}; \quad b = \sqrt{(x_3 - x_1)^2 + (y_3 - y_1)^2}; \]
\[ c = \sqrt{(x_3 - x_2)^2 + (y_3 - y_2)^2}; \quad \cos \gamma = \frac{a^2 + b^2 - c^2}{2ab}. \]

Then the calculation of the radial spread

\[ \Delta R = R_M - R_m \] (21)

allows to estimate the degree of similarity of the curve and a circle. At the initial stage of the processing of such variation in the radiuses can be significant due to the topographical features of the surface finish. At the final stage \( R_M \) and \( R_m \) the must match the allowance of the chamfer radius.

Center of the circumscribed circle around the triangle is the point of intersection of the middle perpendicular to its sides (Fig. 3, b) [10]. To define the coordinates of the center a system of linear equations of the form can be used:
The solution of equation system (22) will give the possibility to calculate the coordinates of the centers of $O_M(x_M, y_M)$ - external and $O_m(x_m, y_m)$ - internal circles. Then the calculation of the maximum deviation of the obtained centers $O_M$ or $O_m$ from the basic one $O(x_0, y_0)$ will allow to assess the degree of coaxiality of the coordinate systems in the processing of the valve seat.

Conclusions
Within considering the analytical methods for geometry modelling of the overhauled valve-seat surfaces in the valve timing gear have been the mathematical model to analyze the state of the working valve-seat surfaces under the wear for the purpose to form their parameters of quality within overhaul’s process.
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MATHEMATICAL MODEL OF "GRAIN-BUNDLE" SYSTEM UNDER STRAIN

There was elaborated a mathematical model for calculating the temperature fields and the total strains resulting from temperature and pressure factors in the diamond wheel and the bundle area adjacent to it. The set task is solved by using the grid with absolute implicit scheme.

High requirements for precision and quality of machine parts, lead to an increase in the proportion of abrasive machining in total amount of machining. However, abrasive machining process is accompanied by high thermal stresses affecting the quality of the machined workpiece and cutting tool performance [1]. It is assumed that one of the ways to use the abrasive tool is the selection of such characteristics of abrasive wheels and cutting conditions under which the instrument will operate in self-sharpening mode.

The main condition of the wheel efficiency in this mode is the equality of the strains on the boundary grain-bunch, arising from the effects of temperature and pressure factors and the tensile strength of bundles during compression [2]:

$$\sigma_p + \sigma_\theta = [\sigma_\text{se}], \text{ Pa.} \tag{1}$$

The containment strength of diamond grains is largely predetermined by the temperature of surface layer of the bunch, the height of which is commensurate with the depth of their embedment.

Let us present cutting grains of diamond tools shaped like a prism and a square pyramid, which over time wears out and turns into a truncated pyramid [3].

The above described conditions [4] of fixing grains in cutting wheel, and its loading conditions, enable us to reduce the solution from the volume to a flat one (Fig. 1). We denote: $W$ – width of the grain at its base; $H$ – the depth of grain embedment in bundle of the wheel; $X(\tau)$ – height of the raised part of the grain, where $\tau$ – stands for the working time of grain; $L$ – half the distance between two adjacent grains; $\psi$ – the apex angle of the grain; $\gamma$ - front angle. In schematic form of the process we can set $\psi = 90^\circ$ and $\gamma = -45^\circ$.

Fig. 1. The scheme of embedment of grain in the bundle of the wheel
Thus, the height of the raised part of unworn grains is $X(0) = W/2$.

Thermal processes occurring in the system grain-bundle should be considered as two separate stages: heating (contact period) and cooling stage (cooling period).

Let us consider the thermal processes occurring during the contact period. Temperatures generated in this period, are primarily due to the heat flow $q_1(\tau)$ and $q_2(\tau)$, acting respectively on the front and rear surfaces of the grain. At that the flux $q_1(\tau)$ is uniformly distributed across the rear surface and the flow $q_2(\tau)$ – along the average probable length of the contact $l$.

The heat flux density at the front surface can be calculated by the formula:

$$q_1 = \frac{P_{zz} \cdot V \cdot f}{S_1} k_1,$$  \hspace{1cm} (2)

where $P_{zz}$ - horizontal component of the cutting force, allowing for the friction force on the rear surface; $V$ – wheel speed; $S_1$ – front surface with heat flow $q_1$ distributed over it; $f$ – the coefficient of friction between the grains and the material processed; $k_1$ – portion of heat coming in through the front surface of the grain.

The heat flow density at the back surface will be:

$$q_2 = \frac{P_y \cdot V \cdot f}{S_2} k_2,$$  \hspace{1cm} (3)

where $P_y$ - the vertical component of the cutting force; $S_2$ – rear area surface of grain; $k_2$ – the proportion of heat coming into the grain through the rear surface.

The technique of calculating the horizontal and vertical components of the cutting forces allowing for the deterioration of grain on the back surface was elaborated in [3].

The surface of the raised part of grains is considered heat-insulated because the coolant does not flow into the zone of direct contact between grain and machine part [5].

After the grain exits the contact area with the workpiece (during cooling) the effect of thermal flows stops, i.e. $q_1 = q_2 = 0$, and on the boundary of the grain with cooling liquid and the bundle with cooling liquid there occur convective heat exchange.

We denote the studied areas of grain and the bundles as $G_1$ and $G_2$ (Fig. 2). At that

$$G_1 = \{ x \in [0, W], \; y \in [0, B_1] \} \; \text{and} \; G_2 = \{ x \in [-L, W + L], \; y \in [-Y, B_2] \},$$

where

$$B_1 = \begin{cases} x + H, & x < X(\tau) \\ X(\tau) + H, & X(\tau) \leq x \leq W - X(\tau) \end{cases} \; \text{and} \; B_2 = \begin{cases} H, & x < 0 \\ 0, & 0 \leq x \leq W \\ H, & x > W \end{cases}$$

It is necessary to find functions $T_1(x, y, \tau)$ and $T_2(x, y, \tau)$ (the temperature of grain and bundle, respectively), defined in areas $G_1 \times [0, T_{pa} \tau]$ and $G_2 \times [0, T_{pa} \tau]$, which will be the solutions to the equations.
\[
\frac{\partial T_1}{\partial \tau} = a_1 \left( \frac{\partial^2 T_1}{\partial x^2} + \frac{\partial^2 T_1}{\partial y^2} \right) \quad \text{and} \quad \frac{\partial T_2}{\partial \tau} = a_2 \left( \frac{\partial^2 T_2}{\partial x^2} + \frac{\partial^2 T_2}{\partial y^2} \right),
\]
and which will satisfy the boundary and initial conditions. Here \( a_1 \) and \( a_2 \) are coefficients of thermal conductivity of grain and bundle, respectively. Within the boundaries of expected temperatures they can be considered constant, i.e. independent of temperature [7-8].

We will now define the boundary and initial conditions for the contact period:

a) in the range of 1 and 4 we accept the terms of insulation as follows:
\[
\frac{\partial T_1}{\partial n} = 0,
\]
where \( n \) is the normal to the limit surface;

b) on the boundary 2 there is a uniformly distributed heat flow \( q_1 \):
\[
\frac{\partial T_1}{\partial n} = \frac{q_1}{\lambda_1},
\]
where \( \lambda_1 \) is the thermal conductivity of the grain.

c) on the border 3 there is a uniformly distributed heat flow \( q_2 \):
\[
\frac{\partial T_2}{\partial n} = \frac{q_2}{\lambda_2},
\]
d) limits of 6 and 9 will be considered thermally insulated:
\[
\frac{\partial T_2}{\partial n} = 0.
\]

During cooling there occurs convective heat exchange with the coolant:

a) in the ranges 1, 2, 3, 4
\[
\frac{\partial T_1}{\partial n} = -\frac{\alpha_1}{\lambda_1} \left( T_{G_1} - T_p \right),
\]
where \( \alpha_1 \) is the heat emission coefficient between grain and cooling mixture; \( T_{G_1} \) is temperature of the grain on the border with coolant; \( T_p(\tau) \) is the temperature of the coolant;

b) at the boundary 6:
\[
\frac{\partial T_2}{\partial n} = -\frac{\alpha_2}{\lambda_2} \left( T_{G_2} - T_p \right),
\]
where \( \alpha_2 \) is coefficient of heat emission between the bindle and the liquid; \( T_{G_2} \) is the temperature of the bunch on the border with the liquid.

On the boundaries of interaction of grain with bundles 5a, 5b, 5c the contact is considered to be perfect [7-9]. Therefore, it is advisable to use limiting condition

Fig. 2. Boundaries of calculated fields.
of the fourth kind within these boundaries:
\[
\begin{aligned}
\frac{\partial T_1}{\partial n} &= \lambda_1 \frac{\partial T_2}{\partial n}, \\
\frac{\partial T_2}{\partial n} &= \lambda_2 \frac{\partial T_2}{\partial n},
\end{aligned}
\]  
(11)

where \( \lambda \) is the thermal conductivity of the bundle.

Given that the boundaries 7 and 8 border on the same boundaries of the neighboring grains, it can be assumed that the temperature at the boundary 7 in area \( G_2 \) is equal to the temperature at the boundary 8 in area \( G_2' \). Thus, for the boundaries of 7 and 8 we can use the periodicity condition:
\[
T_2 |_{7} = T_2 |_{8}.
\]  
(12)

Let us consider the initial conditions. We assume that at the initial point of time \( t = 0 \) the temperature of the bundle and grain coincide with the temperature of environment \( T_{cp} = 200 \). Then
\[
\begin{align*}
T_1 |_{t=0} &= T_{cp}, \\
T_2 |_{t=0} &= T_{cp}.
\end{align*}
\]  
(13)

Thus, the present mathematical model is an equation of heat conductivity (4) with boundary conditions (5) - (10) and the initial condition (13).

This problem was solved by using the implicit grid scheme [10]:
\[
\frac{T_{i,j}^{n+1} - T_{i,j}^{n}}{\Delta \tau} = \frac{2T_{i-1,j}^{n+1} + T_{i+1,j}^{n+1} + T_{i,j-1}^{n+1} - 2T_{i,j}^{n+1} + T_{i,j+1}^{n+1}}{\Delta^2}.
\]  
(14)

At this, the equation (14), it was solved separately for the grain temperature \( T_1 \) and for the temperature of the bundle \( T_2 \).

Fig. 3. The temperature distribution in the diamond grains and the adjacent area of the bond B2-01.
Fig. 3 shows a fragment of the results of the program «Thermal field of 3.0» There were simulated conditions of processing of hard alloy T15K6 (\(S_{\text{пр}} = 0.6 \text{ m/min}, S_n = 0.25 \text{ mm/stroke}; n = 3800 \text{ min}^{-1}\)) by cup diamond wheel with outer diameter 150 mm and width range of diamond layer 10 mm, grain size 100/80, 100% concentration, with bond B2-01.

The graphs reflect the dependence of temperature (upper graph, °C) and the total strains (the lower graph, Pa) on time in selected points of time.

Conclusions

Having calculated the values of temperature fields and the total strains at the boundary grain-bundle, we can now choose cutting conditions and wheel characteristics, which will enable it to operate in a self-sharpening mode.
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THE TRANSFORMATION OF THE METHODOLOGY OF THE
«PRODUCTION-REALIZATION-CONSUMPTION» SYSTEM
INFLUENCED BY INFORMATION TECHNOLOGIES

Critical reconsideration of conceptual theses of information technologies and
commodity-money relations of internal markets promotes the development of the
model of intellectual mobile interactive organization based on the virtual principles of
self-organization. The grouping of information, based on classification and coding
systems, is suggested. It allows presenting technical and economic data in a form
suitable for input and processing by users of any grounding level.

At the conjuncture of the globalizing world a consumer makes demands on
commodities, namely on the nomenclature and the quality of the good, the price and
the speed of meeting the needs. But the existence of the enormous array of
information, gathered from millions of web sites, does not often help and
complicates the process of “Choice”.

Growing demands and permanent development of new information and
communication technologies create backgrounds for development of new
organizational forms of the modern virtual market [1-3]. The Institute of
Standardization of the Trade and Accounting Nomenclature (ISTAN) is an active
participant of various international and regional projects on standardization,
certification, metrology and unification of a wide range of products and participates
in international co-ordination of the network of research, educational,
administrative, commercial and other organizations, which provide complex
information service. (fig.1).

![Fig.1. Functional structure of CPRGS](image)
Formalized and structured information, gathered in one Intercontinental global project, which covers all the Noosphere, will help users not only to make the right choice, but also to reduce the time spent on these actions. As a result, various types of resources - CPUs, memory, software, data sets, information bases, computer networks – will form a common field, and all the resources will become accessible everywhere, regardless of their location.

Currently both consumer and manufacturer use different approaches and standards at all stages of the product lifecycle. Traditionally, cooperating firms located in different states have certain technical and legal barriers. For example, a firm in Germany will use generally the DIN standards, Ukrainian one – the SSU, American one – the ANSI system. In this case, there are problems in ordering (which appear because of the wording ambiguity of product's "Nature", construction documentation and normative documents which describe it, transferring the technology to production and to the firms, which supply materials and component parts), as well as in normal consumer usage (fig. 2).

![Fig.2. Structure of information nature.](image)

To solve these contradictions it is necessary to choose a common system of standards and to work solely with it. The offered system of coding and systematization of objects by identifying, ranging and giving them an arbitrary notation (a code), provides recognition of any "purchase-sale-production" object among a great number of others at all stages of product lifecycle (beginning from creation and finishing with utilization) in close cooperation of all participants of the market for identification and fast response to requests.

Studying the information space (and in particular the global market of information) is of special theoretical and practical interest. It is the purpose of creation of the integrated "Three-headed" Internet portal for the consumer, the seller and the manufacturer. (fig.3).

So, we have approached the review of the Consumer Public Register of Goods and Services (CPRGS) as a universal, open, public and free alternative to all systems of product and service coding. (Fig. 4).

The producer, who created an account in the CPRGS system, has an opportunity of the effective sale of his products. It promotes the increase in the product nomenclature, the expansion of production and the upgrade of production capacities. Friendly and functional interface will allow "Producer" to place full, unified and systematized information on the products, with receiving a universal code for every unit of the product nomenclature. ET-code is a unified and recognizable classification code, which is a medium of all information about the product.
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The solution of AT designing problem requires the ongoing coordination of the research directions and is performed in cooperation of specialized departments in the organizations (experimental design bureaus or scientific research institutes) according to the nature of tasks, their subject and the amount of works. This circumstance should be considered in case of parallelization of designing process during the creation of the distributed computer networks.

Methodological basis of such an approach is the aggregate and decompositional analysis of AT, which represents projected systems in the form of the set of interconnected elements (fig. 5). Corporativity, distribution (including the spatio-temporal one) and interdisciplinarity of the modern aviation complex development brings specifics in this process and determines the need of careful organization, coordination of collaborators' works and also searching for high-speed and effective methods of information transfer and exchange.
Currently, the last factor has the particular importance. Existing data mediums (for example, graphical or printed materials sent by mail, meetings of specialists sent by the organizations, CD disks) are outdated and don't correspond to the computing aids, which are used by the majority of firms (including firms that are connected in local networks). Automation of these processes can become an important factor of increase in efficiency of designing during the corporate developments. It determines the relevance of creation problem of the information exchange with the central mechanisms of administration at a head developer infrastructure. Effective and profitable connection for administration and message exchange is necessary.

The markers of virtual organization are: [1-3]:

- consolidation of independent market subjects;
- combination of resources of the firms, which are the members of the network;
- the product or service can be both traditional, and virtual;
- geographical remoteness of virtual organization elements; coordination of its actions is performed through a common information space.

Functional characteristics, inherent for the majority of virtual organizations, used in the system:

- high organizational flexibility;
- combination of key technologies and competences;
- orientation to information technologies;
- liberalization and updating of information access;
- globality of the network participants interactions;
- transformation of consumers into active participants of reproduction process;
- availability of the global choice field of and the use of resources for the cost optimization.

The synergy effect in virtual organization is reached due to consolidation of key characteristics and resources of the partner firms by the coordinator, and also due to smoothing of economic and regional separation of the network elements [4].

Production enterprises have an opportunity to create the Internet shop with one click of a mouse for the first time. The high-class specialists of the "Institute of Standardization of the Trade and Accounting Nomenclature" public organization, who provide functioning and support of the CPRGS, will provide the translation of information on the main languages of the world, thereby expanding the client base of "Producer" infinitely and making the product available for a wide range of "Consumers".

For the "Seller", the CPRGS is intercontinental trading facility which covers a boundless complex of goods and services in any corner of the Noosphere.

Fig. 5 The advantage of a unified data model: a - decentralized and b - centralized interaction of attributes
The "Seller" receives the unique tool, thatallows organizing the interaction between the "Producer" and the "Consumer".

The CPRGS system allows to conduct financial activity according to the international legislation, to create all necessary documentation about the carried-out transactions automatically, to perform transactions of purchase and sale of products at any place of the world, regardless of variety of transaction partisans' financial systems, and to receive guarantees of investments and protection against "dirty" participants of the market.

Availability of the private account in the CPRGS system allows to purchase necessary products using any device. It does not matter whether he buys 100 tons of aluminum in Siberia or two nails in Ukraine. The user will be able to make any transaction via the display of the mobile phone.

For the "Consumer", the CPRGS provides a boundless list of goods and services with orientation to the region and delivery time. The adaptive system of search allows to sort products by a set of parameters: price, quality, delivery time, etc. The scale of alternatives with full information on them is automatically formed after the request reaction. The consumer also has an opportunity to participate in forming of production programs of various firms. The intellectual part of the CPRGS system and the system of transaction responses and ratings provide elimination of unfair participants of the market, which minimizes any possible risks for the "Consumer".
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INFORMATION ANALYSIS ASPECTS SPATIAL DIMENSION RELATIONS

Is provided information technology of the sized analysis of technical system, methods of control over analysis process.

The present state of the art consists of a comprehensive account of all stages of the life cycle of the machine when it is in the design and development of the informational aspects of the system approach to the description of technological methods to provide the required performance of the product.

Urgency of the task is due on the one hand demanding to ensure dimensional accuracy of machined parts and working relationships with ever-increasing loads and speeds, at high and low temperatures. And on the other - the predominance of todays formalized design approach that cannot effectively meet these requirements ensuring minimal cost.

The aim is to increase the accuracy of assembly units of machines at the stages of design, manufacture and operation.

To achieve this goal it is necessary to solve the following problems:
1. Consider existing techniques dimensional analysis of machine design.
2. Develop a simulation model and a common methodology for analyzing the accuracy of dimension, realizing the single-stage design of machines, as well as communication of operational parameters and manufacturing techniques to provide the required durability of the machine.
3. Develop a methodology for accounting Dimensional analysis of the impact of wear and deformation of contact surfaces that occur during the operation of the machine.
4. Investigate features enable operating parameters in calculation schemes dimensional analysis.
5. Develop an automated system of dimension accuracy analysis of spatial dimensional chains, taking into account the performance of interfaces to the machine.

Thus, the actual problem is the improvement of the theory of dimensional analysis as the basis for its further development and empowerment in terms of improving the reliability of the results and performance calculations.

One of the important tasks of accuracy, which can be solved during the manufacturing of machine tools, is the communication between the geometrical characteristics of the machine and its official designation. Proper functioning of the machine and its components is provided primarily by the existing relative position or movement of the actuator surfaces which are described by the geometric characteristics, such as size, relative rotations (parallel, perpendicular) and the relative location of surfaces or items. In compiled product details are interrelated and
interdependent. So that any deviation of the size, shape and arrangement of the axis or surfaces of any of the parts or can cause the deviation of the variation in the location of other parts of the assembly unit. These deviations, collectively in some way influence the qualitative characteristics of the product.

System dimensional relations machine in the design formed by the steps [2,3]:

- Identify types of links through which the machine performs its official tasks;
- Identify critical to function machine features;
- Determining the accuracy of needed critical to function surfaces of the machine;
- Ensure that the critical surfaces are made of dimensionally stable materials;
- Manufacturing of high tolerance mating parts;
- The desired final capability type of the machine is determined by the final dimensional tolerance required for the process.

The design of any machine in its essence is a system of at least two sets of links that interact: the material properties and dimensional. In accordance with the principles of the structural system it is uniquely described by its structure, which is a set of components (elements) and the links between them.

To implement such a system of connections necessary to prepare and implement a manufacturing process, which is a system of top-level hierarchy of interrelated elements are pre-production, the basic technological processes, technical quality control, work organization, management processes, and the like. Manufacturing process contains multiple links: size, kinematic, dynamic, chemical, and temporary, economic. properties of materials and information (Figure 1).

![Multiple links of manufacturing process](image)

Fig. 1. Multiple links of manufacturing process
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One of the most important tools for creating high-quality machines that can operate with high reliability over the lifetime is dimensional analysis. It helps to ensure the required accuracy of the functional parameters of products and link together many of the basic characteristics of the various stages of the life cycle of the machine. In this dimensional analysis is also a link between the stages of design and technological preparation of production to release new products. Important is the fact that this analysis is a versatile tool that is suitable for the calculation of any design or a single node. Analytical dependences between the parameters and the parameters of the call destination relations of critical surfaces expressed by equations of type

\[ I_l = f(x_1, x_2, ..., x_n), \]

where \( I_l \) – setting career-purpose machine; \( x_i \) – the parameters of one of the types of relationships of critical surfaces machined from which the value \( I_l \).

As per the original equation, and unknown \( n \), then it can only unleash the selection argument values of \( x_i \) [2]. Selection can give an infinite number of solutions, but other possible solutions of the original equation do not exist. Some reduction in the number of solutions can be achieved, given the experience in solving similar problems in the past, as well as time saving.

The principal difference between the calculation of spatial dimensional chains of linear and angular is that the nominal values and tolerances of linear (x, y, z) and angular (\( \phi \), \( \psi \), \( \theta \)) parameters are considered as interrelated values.

In general, the equation of dimensional relationships can be represented as a system of equations [2]:

\[
\begin{align*}
\overrightarrow{R} & = \sum_{i=1}^{m} M_i R_j \\
M_j & = \prod_{j=1}^{i} M_{i-j+1}, \; i = 1, 2, ..., m,
\end{align*}
\]

where \( \overrightarrow{R} \) – radius vector of locking units dimensional spatial chain; \( M_i \) – rotation matrix of \( i \)-th coordinate system; \( M_{i-j+1} \) – rotation matrix \( (i-j+1) \)-th coordinate system relative to the conjugated \( (i-j) \)-th coordinate system; \( m \) – number of constituent parts of the spatial dimensional chains.

As can be seen from the system of equations, linear dimension level locking circuit depends on the spatial linear and angular dimensions of the components parts, and the angular size - only on the angular size.

There are programs for calculating spatial dimensional relationships are built on different methods [3]. Computer-aided design CAD/CAM/CAE in conjunction with network technologies have generated new strategy for the integrated production of CIM, successfully realized now by many foreign industrial companies. Especially effective implementation of CIM strategy manifests itself on engineering plants that are characterized by significant amounts of information for the design work using dimensional analysis.
Under dimensional (or geometrical dimension) bonds understanding the totality of information on deviations in size, shape and arrangement of surfaces, assigned to design documentation provided in the technological processes and implemented during operation. This information is statistical in nature. It will depend on the statistical properties of the sizes and the number and type of dimensional relations. As well as determining the geometric relationship, kinematic determination of the relative movement of the elements, dynamic, chemical, etc. When considering the processes of manufacturing machinery, discrete communication between elements of machines and communication processes. In the production of machines dimensional communication processes determine sized machine communication, and in the design process requirements to dimensional relations machine, the requirements for dimensional relations process.

Performances of all types of links of the production process are random deviations, which in turn affect the performance quality products. Random deviations occur in the links of all kinds of relationships and their compatible influence on each other makes it even more random each of them, but in modern conditions during the manufacture of products in small batches no statistical indicators and reference data do not meet the accepted mathematical proofs. Therefore it is necessary in each case to investigate the probabilistic nature of the dimensional relations.

Formalization of such size relations dimensional chains, in particular, in determining the relative errors based implicitly defined planes is extremely difficult. When you try to formalize the spatial dimension due sized chains links which lie in different planes for the use of known methods for calculating the size of chains have to make the following assumption: the angles between the planes, where are the links of the chain dimension, are nominal. The exclusion of error angular arrangement of planes, certainly significantly reduces the accuracy of the calculation.

For prototyping electronic products use different CAD systems with multiple standards describe the geometry of the parts (wireframe, surface and solid) with the material properties, loads and other features for engineering analysis.

The relative position of parts can be represented as a coordinate system with elastic (variables) properties (Fig. 2).
Fig. 2. Scheme of local and general basic coordinate systems sized gear
Indices: K - body; W - a worm; W – gear

To implement the necessary connections needed by precision surface machines can be used by different types of communication. Types and forms of these high tolerance surface machines set on the basis of its function as a result of examining aggregate type and nature of the necessary linkages. Success in identifying critical surface machine depends on how deeply their functions can be represented.

Findings

You need to apply new information about objects representing the dimensional analysis and on this basis to further improve the existing methods of analyzing size and processing.

Improving theory dimensional analysis, processes and structures based on the most perfect synthesis of existing concepts and methods with their modernization by developing mathematical models that take into account the mutual influence of dimensional parameters and deviations from the arrangement of surfaces and application of mathematical and computer modeling.

Implementation of information technologies provide machine builders developed methods of design, production and operation of machines, effectively providing the required accuracy. Highly relevant is to improve methods of dimensional analysis in the following areas:

1) The development and practical application of methods for calculating spatial dimensional chains.
2) The creation of complex structures analysis techniques allowing the required quality of the product.
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3) Accounting resizing machines in operation and development of techniques to enable operational ties dimensional chain by analyzing the functionality of parts and assemblies.

The mathematics as well as the software for dimensional analysis of structures and processes, as well as the correctness of the results of research and theoretical developments confirmed by experimental verification and trial operation of machine-building enterprises.

Improving the accuracy and reliability of estimation error in determining the relative location of the knots, increase productivity and reduce the cost of tooling, by automating the investigation of spatial dimensional relations is an important task in the production technology.

References


3. Колесов И. М. Основы технологии машиностроения.- М.: Высшая школа,1999.- 414с.

VIBRATING-STRING ACCELEROMETER FOR ROBOTICS COMPLEXES ON AIR- AND SPACECRAFT

The aspects of vibrating string accelerometers construction in moving objects control systems were considered.

During the vibration and impacts, during the changes in the velocity of moving objects (including robots) the accelerations arise, which must be considered and, hence, measured.

The device for measuring the acceleration of moving objects (robots) during their operation is called an accelerometer.

Accelerometers are the most important elements of the navigation and control systems, so their design and manufacturing are presented with very high demands. They must have the high accuracy and sensitivity, a wide range of measured acceleration and linearity, stability of readings and insensitivity to vibration and impact actions, to temperature and pressure changes of the external environment [1].

Currently the transducers with frequency output signal instead of traditional transducers with amplitude-modulated output signal in the form of voltage or current are increasingly being introduced in measurement practices.

Vibrating string accelerometers are related to the accelerometers with frequency output. The operation principle of vibrating string accelerometers is based on the string’s ability to change the frequency of its natural oscillations when changing its tension.

Pic.1 represents the vibrating string accelerometer scheme. When exposed to inertial mass \( m \), which is consolidated on a ridgepole \( 2 \), the acceleration \( a \) of string tension force \( 1 \) will change to the value \( ma \), and the frequency of oscillation will be determined by the expression [2]:

\[
\frac{f}{l} = \frac{m}{2} \frac{l}{T_0} - \frac{s}{\rho}
\]

where \( l \) – string length; \( T_0 \) – initial tension; \( \rho \) – density of a string material; \( s \) – cross-sectional string area.

Excitation of string vibrations and the frequency measurement is performed in the following way: the string is placed in a constant magnetic field. During the fluctuation the growing EMF will occur; the positive feedback is used to support oscillation. To eliminate the feedback component that is frequency-independent, the string is included to the bridge circuit. Measuring the frequency \( f \) in one way or
another, it’s possible to monitor the changes in object acceleration, where the device in question is installed [2].

![Vibrating string accelerometer scheme](image)

**Fig.1. Vibrating string accelerometer scheme**

As the formula (1) shows, the vibrating string accelerometer has a non-linear quadratic characteristic.

Decomposing the expression 1 in the row, we will obtain:

\[
f = f_0 + \frac{1}{2} \frac{m}{sT_0} a - \frac{1}{8} \left( \frac{m}{sT_0} \right)^2 a^2 + \frac{1}{16} \left( \frac{m}{sT_0} \right)^3 a^3 - \ldots, \tag{2}
\]

where

\[
f_0 = \frac{1}{2l} \sqrt{\frac{E}{\rho}} - \text{frequency of own string oscillation with no acceleration.}
\]

The following expression is valid for \( ma/s < \leq T_0 \), which is almost always true in practice, since to ensure the string’s stable oscillations the considerable tension \( T_0 \) must be applied [2].

In accordance to the relation (2), the frequency deviation from its initial value can be considered as a linear function from the acceleration \( a \):

\[
\Delta f = f - f_0 = \frac{1}{2} \frac{mf_0}{sT_0} a\left[1 - \frac{1}{4} \frac{m}{sT_0} a + \frac{1}{8} \left( \frac{m}{sT_0} \right)^2 a^2 - \ldots\right]. \tag{3}
\]

Such linearization fault will not exceed the first rejected decomposition member.

\[
\delta \leq 0.25 \frac{ma}{sT_0}. \tag{4}
\]

The differential scheme of vibrating string accelerometer (Fig.2) has a higher linearity. Unlike the scheme in Fig.1, in the differential vibrating string accelerometers scheme the tension of strings 1 and 3, connected with the inertial mass \( m \), which is attached to the ridgepole 2, will change [2].

Difference of two string frequencies:

\[
f_1 - f_2 = \frac{1}{2l} \left( (T_0 + 0.5ma/s)/\rho \right)^{\frac{1}{3}} - \frac{1}{2l} \left( (T_0 - 0.5ma/s)/\rho \right)^{\frac{1}{3}}. \tag{5}
\]

If \( T_0 >> 0.5ma/s \), then, decomposing the expression (5) in a row

\[
f_1 - f_2 = \frac{1}{2} \frac{mf_0}{sT_0} \left[1 + \frac{1}{8} \left( \frac{ma}{sT_0} \right)^2 + \ldots \right],
\]

we will obtain that the non-linearity of differential vibrating string accelerometer will not exceed the value

\[
\delta \leq 0.25 \left( \frac{ma}{2sT_0} \right)^{\frac{1}{3}}. \tag{6}
\]

1.10.2
It’s noticeable from comparison of (3) i (5), that vibrating string differential accelerometer has better linearity than the simple one.

For vibrating string accelerometer to have a linear dependency of the frequency from the acceleration, it is necessary to introduce the special corrective effect [2].

The law of corrective effect change $T(a)$ for the simple scheme of vibrating string accelerometer:

$$T(a) = (T_C k^2 / f_0^2) a^2 + (2kT_C / f_0) a - ma / s.$$  \(7\)

So, the correction must be linear quadratic one. Though if

$$k = \frac{mf_0}{2T_C},$$  \(8\)

then the correction will be purely quadratic.

The law of corrective effect change for the differential vibrating string accelerometer:

$$T(a) = m_f f_0^2 / (4k^2 sT_b) - T_0 + k^2 T_0 a^2 / (4f_0^2).$$  \(9\)

If the condition (7) will correspond to the differential vibrating string accelerometer, then the law of corrective effect change $T(a)$ depending on the current acceleration will have the form:

$$T(a) = \frac{ma^2}{16f_0^2 s^2}.$$  

Herewith,

$$f_1 - f_0 = \frac{mf_0}{2T_0}.\frac{a^2}{s^2}.$$  

The most convenient and easiest way to implement the resulting corrective law is the support of constant and equal frequency of two string’s sum crystal oscillator. Square difference of two string’s frequencies will linearly depend on acceleration of their sum will be kept constant [2].

$$f_1 - f_2 = \frac{mf_0}{2T_0}.\frac{a}{s}.$$  

Stabilization of vibrating string differential accelerometer total frequency eliminates temperature faults, associated with the different coefficients of string and case expansion of the device.

Such linearization faults are related to the methodological errors. By administering the corresponding corrective effect, the linearization fault may be eliminated, which provides the strict linear dependence of the frequency from the acceleration.

1.10.3
Vibrating string accelerometer instrumental fault is determined by the change of sensitivity $k$ as the result of various effects during the device operation. The value of $k$ is the function of several parameters, e.g. $k = f(m, T_0, s, \rho, L)$.

Parameters can be changed due to the influence of temperature on size and construction elements elasticity modulus, due to the influence of the environment on the oscillation parts, due to the generator instability. It’s necessary to consider the presence of automatic string tension control faults, frequency string oscillation measurement faults and so on. The accuracy of vibrating string accelerometers is influenced by connection peculiarities of strings with inertial mass and device case, the relative magnitude of longitudinal and transverse stiffness of inertial mass suspension. During the vibrating string accelerometer construction the difficulties of mainly technological character must be overcome and special measures to decrease the number of faults, inherent in string transducers must be taken [1].

It’s is necessary to have a solid foundation of string ends to eliminate cornering of the extreme string intersection and to disperse the energy through the attachment places. Temperature coefficients of linear expansion case and strings must be the same to avoid the change in string tension when temperature changes. The quality sealing of string ends is required, the string material must have the stable characteristics. The currently known accelerometers of such type have the sensitivity threshold equal to $10^{-6}$ g.

Vibrating string accelerometers have the highest measurement accuracy, high vibration and impact durability, reliability, frequency-modulated output signal, high power signal output, and also the small size and weight, compared to the other known accelerometer types. The disadvantages include their high cost, due to the technological challenges in manufacturing, effects of temperature and humidity on the measurement accuracy, and also the non-linear characteristics. It’s possible to significantly reduce the effects of temperature and humidity, and also to significantly linearize the characteristics, using the differential scheme of vibrating string accelerometer.

Conclusions

Differential vibrating string accelerometers usage in management systems provides the means of the more accurate determination of moving object’s parameters.
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INFORMATIVE SAFETY ECONOMIC CONTROL SYSTEM

It is set the analysis problems of informative safety of economic control system that the present systems of defense can not provide the maintenance of sufficient level confidentiality of informative resources while. The vital necessity decision of problem of protecting from the computer viruses of management information’s is certain. The complex use the system of informative safety is offered in economic control system.

Together with intensive development of the informative-analytic systems and facilities of information transfer the more actual is become by the problem of providing of informative safety. Research of functioning of the modern informative systems and facilities of informative defense shows that the present systems of defense can not provide the maintenance of sufficient level of confidentiality of informative resources while [1].

The special actuality is presently acquired by the problem of fight against computer viruses in the complex of informative safety measures. So, as compared to the last year the number of harmful objects, daily processed by the anti-virus programs, was increased in 1,5 times and made 315 thousands in a day.

On the average in 2013 the anti-virus programs reflected more than 4,5 million internet-attacks every day. Even one time during a year the victims of similar attacks were become by 41,6% users in the whole world. In respect of local threats, for passing almost 3 milliards of infections were 12 months prevented at an exposure 1,8 million potentially dangerous programs.

The main sources of server-threats are acknowledged Russia and USA – 45% internet-attacks in 2013 were conducted with the use of harmful resources, located on territory of these states.

The analysis of viral activity in the informative networks of management allows selecting countries with the highest risk of infection during surfing in Network. The overhead lines of rating occupied the countries of the former CIS, including Russia, bedding on 4th position – exploit the more than half (54,5%) of the Russian users was exposed to the server-attacks during the last 12 months.

Among attacks, using to vulnerability in software, 90,52% were aimed on Java. Thus actively used vulnerability of this product of Oracle in server-attacks – for them now are in the great number of the specialized sets of harmful software.

The amount of the mobile viral programs grew in 2013 not only, they also became more difficult and more dangerous. Only for October was found out almost 20 thousand new copies, and it is a half of all standards, found in 2012. More than 104 thousand new modifications of the mobile harmful programs were exposed only in 2013, that there is a more last year's index on 125%, and most serious from them
were aimed at the theft of money and confidential information. Thus the platform of 
Android still remains the primary objective of malefactors (on it 98.05% all mobile 
threats are directed).

An analysis shows that the most dangerous harmful program presently is the 
mobile viral program Obad. Obad spreads in a number of methods, most known 
among which is the use preliminary formed mobile botnet. Obad also functional 
enough and plugs in itself three exploit, backdoor, mechanisms of work in botnet, 
and also a number of other possibilities.

The tendency of complication of the mobile harmful programs actively 
proceeds in 2014. Thus, basic aspiration of malefactors is money facilities of users, 
the instrument of access to which are mobile Trojans. Development of mobile 
phishing proceeds actively, bank Trojans and other facilities by which malefactors 
get access to bank account proprietors of mobile devices. The special danger is 
presented by wide distribution of the mobile viral programs, using to vulnerability in 
the platform of Android, that results in at the infection of mobile devices. Wide 
distribution was got also by trade mobile botnet for subsequent distribution with 
their help of strange harmful applications [2].

Along with the indicated problem of wide distribution of viral attacks on the 
informative networks of management, does not lose the actuality et al to the type of 
threats to information. It, foremost, facilities of realization of threat of opening to 
confidential information by an unauthorized division to the bases to information, and 
also by listening of ductings. In any case receipts of information, which are 
acquisition of some person or group of persons, inflicts it other persons to the 
proprietors substantial loss.

The unauthorized use of informative resources, from one side, is the mean of 
opening or compromising of information, and from other – has an independent 
value, as, even not touching intended for an user or system information, can inflict a 
certain detriment to the users and administration.

The special danger is presently presented by the problem computer viruses 
because of absence of effective mechanism of defense. Other unauthorized access 
paths are added to the reliable blocking at the correctly developed system of 
providing of informative safety.

The complex of the fixed assets which are used for creation of mechanism of 
defense includes 5 basic constituents:

- hardwires which are electric, electro mechanics and electronic devices;
- software, specially intended for implementation of functions of privy;
- organizational-technical and organizational and legal measures, carried out 
in the process of creation and exploitation of the computing engineering and 
apparatus of telecommunications;
- ethical methods of defense;
- Legislative methods of defense, which regulate the rules of the use, 
treatment and information of the limited access transfer [3].

The separate group of measures of informative defense is the use of 
cryptography along with application of digital signature, access control, 
authentifications and by a management routing.

1.10.6
Requirement on defense of information from an unauthorized division directed on achievement (in certain combination) of three basic properties of information which is subject to defense:

- confidentiality;
- integrity (authenticity, exactness, protected);
- readiness (availability, necessity) [4].

The very important element of the system of privy in the modern economic systems is defense of communication, which is directed on prevention of possibility of unauthorized division to confidential information, circulatory on ductings of connection of different kinds, networks.

Conclusions

Decision of problems of informative safety, related to the computer viruses, two directions provide for in the method of protecting from viruses:

- application of «program analyzers» of programmatic facilities, protected from possibility of unauthorized modification (differentiating of access, methods of self-control and самовосстановления);
- use of the special programs-analyzers which carry out permanent control of rejections in-process application programs, periodic verification of presence of other possible tracks of viral activity (exposure of violations of integrity of software), and also entrance control of the new programs before their use (on characteristic presence bits in their tell of viral educations).

Control of integrity of the programs is executed internal facilities at every start of the program on implementation and consists in comparing of check sums of separate blocks of the programs to their standard sums. Such control is used in the programs for the internal use.

Working out the total, it should be noted that a privy can decide different methods, but most reliability and efficiency is owned by the systems and facilities which are built on the base of cryptographic methods.
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INFORMATION TECHNOLOGY OF ADAPTIVE FORMATION OVERLAPPING LEVELS OF MONITORING SYSTEMS

The paper-work is devoted to the development of information technology monitoring systems. Considers the construction of adaptive overlapping level structure of the system of multilevel data conversion processing.

At present, the use and development of monitoring systems is extremely important question scientific research and practical applications, as they allow make conclusions about certain events based with only the previous data obtained by observation. The overall goal of such systems is to build a model that would seem to reflect the maximum flow of the process of the object.

Feature of modern monitoring systems is that they operate according to the different types that are often contradictory. This leads to the fact that a linear relationship between them may not be possible, and as a result, building on their base model problem of extraordinary complexity.

To simplify this task can be split processing information for a plurality of sub-tasks, each of which operates the only group of input parameters of the original object. The combination of these subtasks can describe the behavior of the object.

In this regard in [1] proposes to submit information monitoring system as multi-information processing systems, which are formed by the combination of the hierarchical model of the objects.

Figure 1. The multilevel structure of information processing systems
Each of these systems appears set of so-called strata [2], which reflect the logical level of information processing.

Each strata consists of a set of models that model a specific setting. The set of executions of models and relations between them form the structure of multi-level systems of information transformation.

In Fig. 1 \( \{X\} \) is the set of input elements; \( \{Y\} \) is the set of output elements.

With this approach is important question in the coordination structure of such systems.

In [3] proposed to use the method of synthesis of the rising elements of a complex system that is coming out of one model serves as the primary description of the other models.

As is often the case with real physical processes in the original description contained or partial, corrupted data, or even to constructing an appropriate data model is not enough. Therefore, in [4] considered duplication technology multilevel structure of the information processing system, which is multiple reuse of simulation results of the same models. However, according to data presented in [5] with an increasing number of levels increases as the construction of models and runtime system as a whole. Also, the time of termination of construction of models directly given by the researcher in the process of formation of the structure of the system. Therefore, an important issue is the improvement of technology overlapping levels.

Fig. 2. Process of constructing a model structure of transformation multilevel information processing systems

In [1] the technology of adaptive formation overlapping levels, which is the gradual exclusion of overlapping levels of models, the quality of which is lower than 1.10.9
the prior models. The process continues until the quality of the model is improved.

The current paper shows the information technology of adaptive formation overlapping levels of monitoring systems.

On fig. 2 presented the process of constructing a model of the structure of multilevel transformation information.

On fig. 3 presented the process of building adaptive overlapping system structure of multilevel data transformation processing.

Fig. 3. Process of building adaptive overlapping level system structure transformation of multilevel information processing systems

Described information technology can be used for create software for the automated management of monitoring systems.
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THE TASK OF TRACKING A MOBILE ROBOTIC SYSTEMS ON A ROUTE

The report considers the problem of delivery a cargo by remotely controlled robotic systems wheel type. It is assumed that the movement of vehicles along the route takes place column, which are arranged at the start of the machine, the route consists of straight and curved portions movement. Determined to motion parameters column machines and the law of motion control for movement along a predetermined path.

The report considers the problem of ensuring the delivery of goods from one point to another in a minimum time. Consignment cannot be delivered by one vehicle, but it is possible to redistribute evenly between vehicles of a one class. Delivery is carried out by vehicles that allow remote control, for example, that can occur in cases associated with increased risk for life staff. As vehicles are selected the wheeled vehicles that can be moving on a dry, inviscid coating.

This problem relates to the problems of group control (control collective behavior) mobile robots, that is enough actual direction of the modern robotics.

Solution of the problem tend to select the travel route of a vehicles and tracking the movement of a group (for example, see [1-5]).

We assume that the load shedding associated only with a reduction of group elements, and the reasons leading to a reduction in the number of group elements are absent. In this case, the main task of collective management will considered the minimum time of delivery.

This problem is sufficiently popular among researchers engaged in remote controlled moving transport platform. The main attention is paid to the definition of a mathematical model for remote control and the construction of this model for the optimal control for a single platform. The task could be complicated by the introduction of additional rigid mechanical links. While in areas curved path of motion of this principle is similar to the movement of the tow snakes. Recently, however, there are increasing development-oriented collective (group) management, does not imply the presence of rigid connections between individual members of the group. Such works include work such as [1, 3], which offers the possibility of a tree view in the form of a "master-slave" and the division of the system into subsystems management software and positional control. The "master" (leader) defines the objectives of motion and sequence, "slave" follows the "master".

To determine the design requirements for the system management is needed of information on the potential possibilities of the system, which will ensure the safety of traffic on the route.

We assume key performance indicators of this problem are the delivery time and no loss of cargo during movement.
Thus, the main aim of the paper is to provide a minimum time of delivery a group that consists of \( n \) robotic vehicles.

The problem of delivery is stated as that allowed its distribution between individual vehicles in equal portions. Thus, the choice of the number of vehicles depends on the volume of cargo. A load on a separate vehicle is completely determined of dimensions of robotic agents.

Movement group performed on the track of arbitrary shape with a constant adhesion to the road surface. The track consists of portions of rectilinear and curvilinear motion. Vehicles are moving in the column of the \( n \)-machines. At the same time lead car takes leadership group, it has complete information about the ultimate task of following groups and also has navigation and communication tools, as members of the group and the operator in a position to suggest certain actions in the process of solving the problem. Generalized scheme of robotic movement means shown in Figure 1.

![Fig. 1. A scheme of movement of the mobile robotic systems](image)

On Fig. 1 introduced the notation \( h \) - width of the corridor, \( O \) - the center of rotation, \( r \) - turning radius, \( v \), \( v' \) - velocity vectors and its tangential component.

Required to determine the maximum parameters follow a group of \( n \)-vehicles into account the curved trajectory.

In order to ensure group's safety on the route are assigned a constant distance \( \Delta l \) between the cars and transverse interval \( \Delta h \), during which cars do not come out. The route consists of a section start, plot movement on the track and finish area. The sections of start and finish are not point. It is assumed that the areas start / finish line, turning movement is performed with an acceleration, on the straight portion of is uniform motion performed. Size \( L \) column on the route agreed with the number of machines in the group, the size of individual vehicle and the value \( m \) distance \( \Delta l \):

\[
L = (n-1)\Delta l + nm
\]

(1)
and cannot go beyond a certain value \( \Delta \delta \), the maximum value of which will be determined by the geometry of the rotation, the motion parameters and the number of vehicles.

We assume that the movement of a group of vehicles in the absence of a rigid connection between the elements of the group, allowing the group to consider each element separately and setting its average values for the corridor and a maximum average speed.

We will seek the average vehicle speed on a section of curvilinear motion of radius \( r \) under the conditions that the average speed on a uniform plot \( v \), car deviates from the normal when turning no more than an angle \( \alpha \) and gravity during movement of the car does not change. Then the speed of the vehicle is determined by the formula

\[
v = \frac{gr}{\beta \cos \alpha}, \tag{2}\]

where \( g = 9.8 \text{ m/s}^2 \) - acceleration of gravity, and the maximum speed in the curved section of track with a radius \( r_{\text{max}} \) and the angle of deviation from the normal \( \beta_{\text{max}} \) is

\[
v_{\text{max}} = \frac{gr_{\text{max}}}{\beta_{\text{max}}} \tag{3}\]

The maximum width of the corridor is determined as the difference between the radii of the two points of the machine - the most distant from the rotation center and closest thereto. Consequently, at the curved portion of the movement to the dimensions of the vehicle horizontally \( m \) and \( h \) the vertical the corridor is value

\[
m^2 \leq r + h \cos \alpha \leq h_{\text{min}}. \tag{4}\]

In (4), the maximum width of the corridor is defined at the minimum \( r \) and at the maximum \( \alpha \).

The repetition interval should provide time for slowing down to a complete stop if the vehicle in front applies the emergency brake. From course physics we know that the braking distance \( S_\nu \) determined vehicle speed \( v \) at the beginning of braking and friction coefficient \( \mu \)

\[
S_\nu = \frac{v^2}{2\mu g}. \tag{5}\]

Obviously, the choice of the distance in the group, based on the terms of traffic safety, to exceed this distance in 2 .. 3 times, namely

\[
\Delta l = (2 \ldots 3)S_\nu. \tag{6}\]

Thus, formulas (1) - (5), taking into account the comments (6) fully define the requirements for the movement of the group on the route.

Dynamics of the route described by differential equations of the form, in accordance with [1, 3]

\[
\dot{x}_i = y_i, \quad \dot{y}_i = u_i(x, y, z), \tag{7}\]
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where \( x = \{x_1, \ldots, x_n\}, \ y = \{y_1, \ldots, y_n\}, \ z = \{z_1, \ldots, z_n\} \) – position, velocity and acceleration of the center of mass \( n \) machines in Cartesian coordinates, and \( u_i(x, y, z) \) - the control action that is meaningful acceleration the \( i \)-th machine.

We assume that the system has the exchange of information and every machine available information about parameters of the motion the neighboring machine, namely \( j \)-th means have the information about \( j-1 \) and \( j+1 \) machines, \( n \)-th has information about \((n-1)-th\) machine.

Then, the control law that provides the tracking on a trajectory can be described as

\[
    u_i = c_k V_i, \quad (8)
\]

where \( c_k \neq 0, k = 1, 2, 3, \)

\[
    V_i = (x_i - x_{i-1}, \ y_i - y_{i-1}, \ z_i - z_{i-1}). \quad (9)
\]

and \( i = 1 \ldots n. \)

Control law (8), (9) is smooth in the coordinates \( x, y, z \) function, it is allows to realize a system with feedback control, its effectiveness is determined by an appropriate choice of \( c_k \). When the law (8), (9) is performed, each machine should be strictly on a route determined by the master.

Conclusions

In the article the requirements to parameters for mobile robotic systems motion as a column machines, conditions for performing motion based representations of the physical laws of motion of vehicles. The actual dynamics of the route is determined by a mathematical model of the system, representing a system of differential equations of second order. Further research should focus on optimizing the control law.
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FORMATION’S PROCEDURE OF THE NANOCLUSTERS:
HETEROTRANSITIONS AND HETEROSYSTEMS AT THE
INFORMATION TECHNOLOGY

In this paper, we have discussed the theoretical and experimental results of quantum-dimensional system like nanoclusters. Our results are important for an engineering science for investigation, visualization and generation parts of the intellectual system.

An semiconductor surface is specific surface disordered phase (SDP) and the main peculiarities of modern nanoelectronic devices depend on the individual parameters of the surface phase. Furthermore, the reactions of atomic hydrogen (H), fluorine (F), chlorine (Cl) and bromine (Br) with Si surface were widely studied experimentally and many investigators have observed the semiconductor SDP directly [1-3]. For a quantitative analyses of nanostructures like nanoclusters (NC) creation in Si and other solid materials the clusters distribution along the surface is necessary.

On the other hand, the recent progress in the combination of visualization with simulation techniques have concurred to obtain spectacular results in the investigation of chemical reaction mechanisms as well [4]. The traditional quantum chemical ab initio methods, based on the Hartree-Fock scheme have become well established in studies of the electronic and geometrical structure of the solid NC [1]. Therefore, the surface NC as real objects and model in the nanoelectronic’s material for intelectual system is great interest.

Our Model Molecular Graphics Package (MMGP) which is specially designed so as to allow for high-level computerized visualization in molecular science. MMGP contains many interfaces with quantum chemical programs such as the semiempirical and molecular surface geometry generation, which is based on the interatomic potential (for example, Modified Stillinger-Weber (MSW)).

In the paper development and applications of the MMGP to the Si-NC was demonstrated. The MMGP generates detailed and easily interpretable and aesthetically appealing graphics representing models of molecular structures and related properties. The package offers a high level of interactivity through the use of the mouse and via a large set of menus and submenu, organized in such a way so as to enable users to learn rapidly the basic operations leading to efficient visualization (see Fig 1).

For all the menu items, a help facility has been implemented. Various representation options and attributes may be selected for adapting the visual output to personal needs and preferences: the molecular structures may be represented as discrete dots, and the global appearance may be modified via attributeS such as back
ground appearance, perspective or orthogonal projection and others. The purpose of the MMGP is the interactive visual representation of three-dimensional (3D) models of molecular structures and properties for research. Due to the flexibility of the data- and program-structure, various chemical systems ranging from small compounds (clusters) to large macromolecules may be investigated; additional interfaces and tools can easily be implemented.

![Image of 3D representation of the nanocluster's formation](image)

The MMGP contains the tools which are necessary for the investigation and visualization of the results generated by the calculation program-package contains:

- **Modified IEHT-α method.**
  This is for semiempirical calculations of one-electron level energies, wave functions and other parameters of electronic structure of NC. The estimation of the total energy of clusters which has different size is follows:

\[
E_{\text{tot}} = \sum_{AB} \frac{Q_A(\mathbf{r}_{AB}) - \bar{Q}_A(\mathbf{r}_{AB})}{r_{AB}} + \sum_{i} g_i E_i - (E_{\text{exc}} + E_{\text{exc}}) \tag{1}
\]

\[
E_{\text{exc}} = \sum_{\alpha \beta, \mu \nu} S_{\alpha \beta} \frac{1}{p_{\alpha \beta}} S_{\mu \nu} \tag{2}
\]

\(v_{\alpha \beta}\) is the fitting parameter.

- **POTENTIAL package.**
  This is simulation programme for calculations based on different types of interaction potentials. One of them is modified Stillinger-Weber-type potential \[2\]. Hamiltonian is follows:

\[
H(\mathbf{r}_1, \mathbf{r}_2, \ldots \mathbf{r}_N; \mathbf{p}_1, \mathbf{p}_2, \ldots \mathbf{p}_N) = \sum_{i=1}^{N} \frac{p_{i}^2}{2m} + \sum_{i<j}^{N} V^{(2)}(\mathbf{r}_{ij}) + \sum_{i<j<k}^{N} V^{(3)}(\mathbf{r}_{ij}, \mathbf{r}_{ik}, \mathbf{r}_{jk}) \tag{3}
\]

\(\mathbf{r}_1, \mathbf{r}_2, \ldots \mathbf{r}_N\) are coordinates of the atoms. \(V^{(2)}\) is the twin potential \(4\); \(V^{(3)}\) is the tree-part SW-potential.
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\[
V^{(2)}_{\text{int}}(\mathbf{r}_{ij}) = \begin{cases} 
\frac{A}{r_{ij}^6} - \frac{1}{r_{ij}^2} \exp \left( \frac{\Lambda}{r_{ij} - a} \right), & r_{ij} < 2.5 \sigma_{AB} \\
0, & \text{others}
\end{cases}
(4)
\]

\[
V^{(3)}_{\text{int}}(\mathbf{r}_{ij}, \mathbf{r}_{jk}, \mathbf{r}_{kj}) = \Pi_{ijk} + \Pi_{kji} + \Pi_{ikj}
(5)
\]

\[
\Theta_{ij} = \arccos \left( \frac{\mathbf{r}_{ij} \cdot \mathbf{r}_{jk}}{r_{ij} r_{jk}} \right), \quad \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j
\]

\[
\Pi_{ijk} = \Lambda \left( \cos \theta_{ijk} + \frac{1}{3} \right) \exp \left( \frac{\delta_{ijk}}{r_{ij} - a} \right) \left( \frac{\delta_{ijk}}{r_{ik} - a} \right)
\]

\(\Theta_{ij}\) is angle, \(\mathbf{r}_{ij}\) and \(\mathbf{r}_{jk}\) are the vectors between \(i\) and \(j\) atoms in units of the equilibrium distance between nearest atoms in the structure (\(\mathbf{r}_{0}\)). For Si \(\mathbf{r}_{0} = 2.351\text{\,Å}\) (modified SW), and \(\mathbf{r}_{0} = 2.0951\text{\,Å}\) (original SW). The energy unit equal \(E = 2.1675\text{\,eV}\) i.e. \(E_{\text{Si-Si}}\) in the crystal Si. The parameters of the modified SW-potential are present in the [3].

- **Graphic Package** is a geometrical program based on 3D-representation of the investigation of NC.

We will report the results of test calculation for adsorption processes, optics properties of the closely packed and ball-like Si NC. Real surface objects may be built by introducing stereochemistry, i.e., the 3D atomic positions, and it is important to visualize them as molecular models with the usual rendering techniques leading to 3D perception. MMGP visualization allows investigators to emphasize at length the different aspects of molecular structure of surface: chemical topology, conformational details, etc.

We applied the MMGP to the Si-SDP. With the appearance of semiempirical methods the calculation of the equilibrium geometry and visualization of quite large model became possible (\(N=125\) Atoms). The calculation bond lengths of some surface are given in ref. [5-7].

As one can see from these data the calculated interatomic are in a quite good agreement with the experimental ones. Especially, the changes of the Si - Si bond, going from a small Si -NC (2-10 atoms) to big are accurately described. We find the energies of NC, binding energy per atom and interaction energy of the systems «NC-SDP» are obtained for more stable geometry. Furthermore, the energetic positions and equilibrium distances as well as of silicon are described rather well.

Other example of the adsorption process and chemical reactions on semiconductor surfaces is the interaction with halogen-atoms [6]. When using the model to represent the SDP, a choice has to be made about the NC size, that is, the number of atoms which are treated explicitly in the calculation, and the level of precision of the required computation. Fortunately, the chemisorption of atoms on SDP seems to be of local character. This fact is greatly supported by ab initio model calculations, and particularly by the calculations for the chemisorption of F and Cl on Si-SDP.

In our calculation the single NC contains 10-100 Si atoms, representing the first four layers of the Si-SDP. We regard this model as hypothetical molecules.
(quasimolecules) and do try to compare the computed results (for example, magic numbers) directly to experimental data of the corresponding impurities in the solids or chemisorbed systems [1]. The mass spectra of charged NC, where magic numbers are observed [3].

Take into account the internal structure of the ball-like Si NC we investigate theoretically the adsorption and scattering of light by ones. The theory for the interaction of electromagnetic fields with local charge-carrier near boundary of the small spherical semiconductor microcrystals was presented in [8]. In the [5,8] the dipole moments of NC (using MMGP) and transition dipole moments for local bulk states and local exterior surface states were calculated. It was shown that the dipole moments of the transitions for local states of the Si NC are large compared to the typical values of transition dipole moments for Si - NC.

**Conclusion**

We have shown that the calculated energy and geometrical characteristics by MMGP are in satisfactory agreement with the experiment and others ab initio calculations [1-8]. The present calculations show that the MMGP can be used to obtain a detailed and reasonably accurate description of various aspects of the small halogen-Si-NC. In view of interest of a physicist for the visualization of such NC, one may foresee that the data banks that represent the major types of stable systems will soon be available. Therefore, it is important for a physicist to have at hand the computer tools allowing visualization and generation of computational information. The combination MMGP with molecular dynamics in connection with technique of simulated annealing, makes it a very useful tool for the determination of geometries of large NC. Reconstruction processes at Si SDP or amorphous solids can be studied also in this way.
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RESEARCH OF THE «DETERMINED CHAOS» PHENOMENON IN THE RL-DIODE ELECTRIC CIRCUIT OF SINUSOIDAL CURRENT

Annotation. Reasons and conditions of chaotic oscillations in the nonlinear RL-diode electric circuit of sinusoidal current are analyzed. A diode is presented by the circuit of substitution that generally includes a nonlinear resistor and two nonlinear capacities – barrier and diffusive. To calculate the transition process a differential equation, which due to the non-linearity of a number of parameters is modified by the method of polygonal approximation, is proposed. The dependence of attractor form on a linear inductor and frequency is explored.

When creating parametric resistive transducers for metrology (in particular, resolution ability) it is quite often needed to convert very small changes of the output resistance, for example, strain measurements.

This in turn leads to increased random noise on a useful signal that increases the random error of measurement. That is why the increased sensitivity of resistive transducers while ensuring a low level of random noise is an aim.

One way to accomplish this task is the use of RL-diode generators of chaotic oscillations [1-7]. However, in scientific literature the problem of mathematical modeling of physical processes in the RL-diode circuit and the causes of deterministic chaos in it are not considered in detail.

Analysis of the causes and conditions of chaotic oscillations in RL-diode circuits is the subject of the research described in this paper. For this purpose the diode substitution scheme for a diode is considered [8].

Substitution scheme for a diode

The substitution scheme for a diode in the mode of small signal (more generally) is presented on fig.1.

According to this scheme a diode is a parallel connection of nonlinear resistor $R_d$ and two nonlinear capacities – barrier $C_f$ and diffusive $C_d$.

Fig. 1 – Substitution scheme for a diode in the mode of small signal
A barrier capacity is determined by the formula:

\[ C_j = \frac{C_{j0}}{1 - \frac{U}{U_D}} ^ n, \quad (1) \]

where \( C_{j0} \) – a barrier capacity at a zero voltage of diode; \( U \) – voltage of diode; \( U_D \) – diffusive voltage of diode; \( n \) – technology ratio in the range \( \left( \frac{1}{3}, \frac{2}{3} \right) \).

A diffusive capacity is determined by:

\[ C_d = \frac{\tau_B I_S}{mU_T} \frac{U}{mU_T}, \quad (2) \]

where \( I_S \) – thermal current of diode; \( \tau_B \) – life-time of non-core charge carrier; \( U \) – diode voltage; \( U_T \) – thermal voltage of diode; \( m \) – coefficient of emission.

It should be noted that in the mode of direct voltage at \( DU_\geq U_D \) it is possible to ignore a barrier capacity. In the mode of reverse voltage it is possible to ignore a diffusive capacity.

**Analysis of the mode of operations of RL-diode electric circuit of sinusoidal current**

The processes in the RL-diode circuit (Fig. 2) with the input sinusoidal voltage are considered. In the most general case, the substitution scheme for this circuit is shown in Figure 3. This scheme contains three nonlinear elements: resistor \( R_d \), capacity \( C_j \) and diffusive capacity \( C_d \). Thus, the resistance of the resistor depends on the diode current; the capacities depend on the diode voltage.

![Fig. 2 – RL-diode electric circuit of sinusoidal current](image1)

![Fig. 3 – Substitution scheme for the RL-diode electric circuit of sinusoidal current](image2)

The system of equations for the scheme according to Kirchhoff’s laws is shown in Figure 3. It is assumed that the current \( i_1 \) passes through the resistor \( R_d \) the current \( i_2 \) through the capacity \( C_j \) and the current \( i_3 \) through the capacity \( C_d \). As the voltage is the same it is denoted by \( U_C \).
\[ i = i_1 + i_2 + i_3 \]
\[ i \frac{di}{dt} + R_i + R_d \phi_1 i = e \]
\[ R_d \phi_1 i = U_C \]
\[ i_2 = C_j U_C \frac{dU_C}{dt} \]
\[ i_3 = C_d U_C \frac{dU_C}{dt} \] (3)

It follows
\[ i_1 = \frac{U_C}{R_d \phi_1} \]
\[ i = \frac{U_C}{R_d \phi_1} + C_j U_C \frac{dU_C}{dt} + C_d U_C \frac{dU_C}{dt} \]

and, finally,
\[ \frac{d}{dt} \left( \frac{U_C}{R_d \phi_1} + C_j U_C \frac{dU_C}{dt} + C_d U_C \frac{dU_C}{dt} \right) + U_C = \]
\[ + \frac{R}{R_d \phi_1} \left( \frac{dU_C}{dt} + R C_j U_C \frac{dU_C}{dt} + R C_d U_C \frac{dU_C}{dt} \right) + U_C = e. \]

The final expression for the differential equations of the second order that subjects the behavior of the electrical circuit is proposed.

\[ \left( L C_j U_C + L C_d U_C \right) \frac{d^2 U_C}{dt^2} + \]
\[ + \left( \frac{L}{R_d \phi_1} \right) + R C_j U_C + R C_d U_C \right) \frac{dU_C}{dt} + \]
\[ + \left( \frac{R}{R_d \phi_1} + 1 \right) U_C = e. \]

This differential equation is performed by an operator in a general form. The operator equation of the 2-th Kirchhoff’s law for this circuit is:

\[ I(s)(R + sL + Z_d(s)) = E(s), \]

where \( Z_d(s) \) – full operator resistance of the substitution scheme for a diode that is defined as
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\[
Z_d(s) = \frac{R_d(l_1) \frac{1}{sC_j(U_C)} \frac{1}{sC_d(U_C)}}{R_d(l_1) \frac{1}{sC_j(U_C)} + R_d(l_1) \frac{1}{sC_d(U_C)} + \frac{1}{sC_j(U_C)} \frac{1}{sC_d(U_C)}}.
\]

Then, operator image of the current of the circuit is
\[
I(s) = \frac{E(s)}{(R + sL + Z_d(s))^{1/2}}.
\]

Due to the substantial nonlinearity \(Z_d(s)\) it is impossible to get the original circuit current \(i(t)\) in a general view.

Therefore, let’s solve a problem in numerical form for one of the types of diodes and the specific values \(e(t), R, L\).

Let: \(e(t) = 3\sin(\omega t)\) [B], \(f = 10\) [kGc], \(L = 50\) [mGn], \(R = 2\) [kOm] and the type of diode – 1N457.

Note, the parameters of the diode are taken from a database of the MicroCap software. The parameters required to define the formulas (1, 2) \(C_j\) and \(C_d\) partially are taken from a database of the MicroCap software and partially are taken from in the common form for a wide class of the diode models. Taking into account that the diode parameters are significantly different for forward and reverse voltage, the circuit has a modified mode analysis by polygonal approximation using transient characteristics and Duhamel integral. All calculations are performed in MathCAD.

Due to the labour-consuming mode the calculations are performed for four oscillation periods. Based on the results of the calculations the dependence \(U_2=f(U_1)\) was built, where \(U_2=IR\). The graph of this function is shown in Figure 4. The graph demonstrates that at the above-mentioned parameters the circuit mode has chaotic oscillations. Certainly, the form of these oscillations of the actual diode may differ significantly from the calculation form because, firstly, the parameters required to define the formulas (1, 2) \(C_j\) and \(C_d\) are taken from in the common form for a wide class of the diode models and, secondly, any numerical calculations in nonlinear circuits always give tolerance.

![Graph of dependence](image_url)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{image.png}
\caption{Graph of dependence \(U_2=f(U_1)\): at \(f = 10\) [kGc], \(L = 50\) [mGn], \(R = 2\) [kOm]}
\end{figure}
The calculations of the circuit mode are also performed at other values of inductance and frequency in order to evaluate the influence of these parameters on chaotic oscillations.

**Conclusion**

The current in the circuit doesn't die out to zero and a new period begins with a non-zero initial conditions at the end of the period in the RL-diode circuits of sinusoidal current if the period of oscillations is commensurate with the time constant of the transition process. Thus, due to essential non-linearity of parameters of the substitution scheme for a diode there is practically the ongoing transitional process in the circuit that takes the form of chaotic oscillations. While increasing the inductance of the circuit the scale of the attractor increases. In the case of increasing the frequency of the input voltage there is a tendency of some displacement of the attractor towards negative voltages.
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GRAVIMETER FOR ROBOTICS COMPLEXES ON AIR- AND SPACECRAFT

The gravimeter with two-degree dynamically customized gyroscope which used in robotics complexes on air- and spacecraft as a means to measure the gravity is considered.

The information about the gravity is needed in correction of the systems of inertial navigation of rockets, for realization of aims of robotics complexes in aviation and space technique, for engineering geology, archaeology. To determine the characteristics of the Earth's gravity field the gravimeter is most useful [1,2]. All kinds of modern gravimeters analyzed in [2], which describes their design and operating principle.

Gravimeter (Fig. 1) contains a two-degree dynamically customized gyroscope (1) with a rotor (2). To a gyroscope are connected a transmitter of an angle of a turn (3), transmitter of a moment (4), low-pass filter (5) and device (6) for an evaluation of an output signal of gravimeter. The centre of mass of a rotor is displaced concerning it of an axes of rotation on magnitude $l$. The multiple precision of measurements of acceleration of gravity is ensured because the centre of masses of a rotor is displaced concerning it of an axes of rotation. Therefore this gravimeter fulfils an immediate measurement of acceleration of gravity. These measurements are fulfilled with the help of transmitter of an angle of a turn.

The most part of a power of errors in a measuring signal is concentrated on frequencies above 0.1 radian/sec. Therefore low-pass filter can execute a filtration of errors in a measuring signal. The device of an evaluation of an output signal will transform a result of a filtration to an output signal of gravimeter.

Also at use of the modern digital computing device there is a possibility to fulfill a filtration of a measuring signal in view of its two-dimensional character. Thus it is necessary to accumulate result of measurements and to consider them in fixation to coordinates of points on a surface of the Earth.

Thus, the essential errors of measurements are eliminated from an output signal of gravimeter. If these errors to not eliminate, their magnitude can be commensurable with a value of a useful signal. Therefore offered method of handling of measuring information allows essentially to increase of measurement accuracy of acceleration of gravity.
Gravimeter works as follows. At exposition of work of gravimeter basic positions are taken from [2].

![Diagram of Gravimeter](image)

**Fig. 1. The block diagram of gravimeter**

Rotor of a gyroscope rotation by an angular velocity $\gamma$. At a lack of exterior actions the rotor rotates in a horizontal plane. At presence of acceleration of gravity along an axes of rotation the moment $M_g$ is created and the rotor begins to deviate:

$$M_g = mgl \cdot \cos \alpha,$$

where $m$ – mass of a rotor, $l$ – displacement of a centre of masses of a rotor concerning it of an axes of rotation, $\alpha$ - angle of a deviation of a rotor.

The moment $M_g$ from vertical acceleration $\ddot{h}$ along an axes of sensitivity of gravimeter is equaled:

$$M_s = m\ddot{h}l \cdot \cos \alpha.$$

The moment $M_f$ elastic forces of the elements of a suspension bracket of a rotor is equaled:

$$M_f = C_s \alpha,$$

where $C_s$ - rigidity of the elastic elements of a suspension bracket at their torsion.

The centrifugal moment $M_c$ is equaled:

$$M_c = I\dot{\gamma}^2 \sin \alpha,$$

where $I$ - moment of inertia of a rotor, $\gamma$ - angular velocity of rotation of a rotor.

If to accept, that $\alpha \ll 1$ radian, it is possible to note:
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\[ C_\alpha x + Iy^2 \alpha = -mgl + ml\dot{h}. \]

From here, by designating \( k = C_\alpha x + Iy^2 \), we obtain:
\[ \alpha = -\frac{ml}{C_\alpha + Iy^2} (g + \dot{h}) = -\frac{ml}{k} (g + \dot{h}) \]

By designating \( S = \frac{ml}{k} \), we obtain an entering signal \( k \) of a low-pass filter:
\[ T = \frac{1}{S} \alpha = -g + \dot{h}. \]

From here
\[ \alpha = (-g + \dot{h}) \cdot S. \]

Thus, the angle a deviation of a rotor is proportional to acceleration of gravity \( g \) and vertical acceleration \( \dot{h} \) of the plane or spacecraft.

The output signal of a transmitter of an angle of a turn passes through the amplifier (in a Fig. 1 is not shown) with an amplification factor \( \frac{1}{S} \) and come on an input of a low-pass filter. At an output signal of a transmitter of an angle of a turn also there are errors. These errors stipulated by forward and angular vibrations of the plane, on which gravimeter is installed. In view of these errors the input signal of a low-pass filter is defined of the formula:
\[ T = \frac{1}{S} \alpha = -g + \dot{h} - (R_x \alpha - \dot{R}_x \beta - \frac{B}{ml} (\dot{\omega}_x + \dot{\omega}_r \alpha) + \frac{M_{2z}}{ml}, \]

where \( R_x, R_y \) – projection on an axes \( O_x, O_y \) accelerations of forward vibrations of the plane, \( \beta \) – constant of proportionality, \( B \) – moment of inertia of a rotor of a gyroscope, \( \dot{\omega}_x, \dot{\omega}_r \) – projection on an axes \( O_x, O_y \) accelerations of angular vibrations of the plane or spacecraft, \( M_{2z} \) – moment of tool errors of a two-degree dynamically customized gyroscope.

The filtration of the gravity measuring information can be executed by the one-dimensional filter for the array of data. These data are received along one line of flight of aircraft gravity system. Such filtration is carried out during flight in rate of receipt of the data or at processing gravity measurements after flight.

In the given research other variant is offered also. It consists in formation two-dimensional array of the gravity measuring information on anomalies of acceleration of gravity. The array is formed in fixation to coordinates of points of a surface of the Earth, in which these data were received. This array corresponded to series lines of flight. After that carry out a filtration of the generated array with the help of two-dimensional digital low-pass filter. Two-dimensional correlation in a useful signal about anomalies of acceleration of gravity in addition take into account. Such filtration can be executed at processing results of gravity measurements after flight.

Interrelation of such approach with the basic requirements to gravimetric survey on some district are considered.
Known regional and detailed gravimetric survey [2]. The regional gravimetric survey is displayed on cards of scale 1:200 000 with section of isolines through 2 mGal. The gravimetric survey is continuous. The cards, made by results of survey, give representations about general structure of an abnormal field, his basic features and regularity. The cards of anomalies are used at the decision of astronomical and geodetic tasks. The anomalies at regional shooting also provide the decision of tectonic tasks.

The detailed gravimetric survey will be carried out in conditions, when the regional survey is already carried out and basic regularity and the properties of an abnormal field are known. The detailed survey differs from regional survey to structure of a network and flights, scales of cards and accuracy of definition of anomalies, ways of their processing and interpretation [3].

**Conclusion**

The gravimeter with two-degree dynamically customized gyroscope which used in robotics complexes on air- and spacecraft as a means to measure the gravity is considered. It was established, that this gravimeter provides precision measurement of gravity is much higher than known today gravimeters.

**References**
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SEMICONDUCTOR STRAIN TRANSDUCERS FOR CONTROL SYSTEMS
DEFLECTED MODE

The directions of development and creation of controlling systems with the using of
the strain-sensitive of elements and strain transducer on the basis of semiconductor
materials with the improved metrological characteristics are shown.

On the basis of the comparative analysis, semiconductor strain-sensitive of
elements are significantly greater strain-sensitivity and high output measuring
circuits, simplifying the implementation of the circuit engineering devices.

The most important feature is the ability of semiconductor resistive-strain
changes in a wide range of electrophysical properties of that principle is not feasible
in the wire and foil. However, commercially available semiconductor resistive-strain
and strain transducer have low precision, narrow range and unstable output
characteristics, require complex setup procedures during the production. In this
regard, the development of suitable semiconductor strain-sensitive of elements and
strain transducer on the basis of the progressive design and technological solutions
to create semiconductor structures with specified metrological characteristics:
sensitivity, output level, the linearity of the output characteristics, thus contributing
to improve the range and accuracy of measurements.

A mathematical model that defines the interrelation of the output signal
strain transducer mechanical stresses generated during deformation. Resistance
elementary section of the conducting channel structure length $dx$ is determined by
the following dependence:

$$
\frac{dR_k}{dx} = \frac{R_k}{L} \frac{dx}{ZW},
$$

(1)

where $R_k$ - channel resistance, Ohm; $L$ - length of the channel, m; $\rho$ - resistivity,
Ohm·m; $Z$ - channel width, m; $W$ - channel depth, m.

However, the distribution of charge carriers in the channel affect the value
of the control potential ($V_c$) and the output voltage strain transducer ($V_d$). The
impact of these electrical parameters leads to what depth of the region rich in
electrons exit strain transducer larger than the entrance.

In this case the channel depth is at a distance $W$ from the input $x$ is:
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\[ W(x) = \frac{Q(x)}{eN_D} = \frac{\varepsilon_{SiO_2}}{eN_D} \left[ -V_G + V(x) + \frac{2kT}{e} \ln \left( \frac{N_D}{N_F} \right) \exp \left( \frac{-E_G(0) - \alpha X}{2kT} \right) \right] \]  

(2)

where \( \varepsilon_{SiO_2} \) - relative permittivity of the dielectric under the gate electrode; 
\( d \) - thickness of the dielectric, m; 
\( V(x) \) - voltage at a distance \( x \) from the entrance strain transducer, V.

When the strain changes strain transducer resistivity semiconducting crystal (resistive-strain effect)

\[ \rho = \rho_0 \left( 1 + \pi_l X \right), \]

(3)

where \( \rho_0 \) - unstrained semiconductor resistivity, Ohm·m; \( \pi_l \) - longitudinal coefficient of piezoresistance, Pa\(^{-1}\). Longitudinal coefficient of piezoresistance determined by the parameters of the crystal lattice, the crystallographic direction and conductivity type semiconductor.

The most important stage in the production strain transducer are: oxidation, photolithography, diffusion. From these stages depends the accuracy of the topological parameters, which according to the analysis of mathematical models are among the defining accuracy.

Prototypes were made on silicon wafers of \( n \)-type conductivity, doped with phosphorus or antimony. Level of the selected semiconductor manufacturing technology allows you to play strain transducer topological parameters with the following values of the absolute errors:

\( \Delta Z = 10^{-6} \) m; \( \Delta L_0 = 10^{-6} \) m; \( \Delta d = 10^{-7} \) m.

Experimental validation of the results of mathematical modeling and performance of the proposed structure of a semiconductor strain transducer carried out at a constant temperature of the scheme shown in Fig. 1.

Fig. 1. The experimental scheme
1 - strain transducer; 2 - DC (power source); 3 - microammeter; 4 - regulated power supply; 5 - cantilever beam
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To study samples strain transducer fixed on cantilever beam of constant cross section, made of a dielectric material. One end of the beam was rigidly fixed, but to the free end of the beam load is applied, determining deformation strain transducer. The long side of samples oriented along the axis of the beam.

Value of the mechanical stress caused by deformation of the installation site strain transducer was determined from the known expression of Experimental Mechanics

\[ \sigma = \frac{3C_1a h}{2b^3} \epsilon \]

(4)

where \( a \) - distance from the center of the sample up to the free end of the beam, m; \( h \) - thickness of the beam, m; \( b \) - length of the beam, m; \( l \) - the amount of bending in the vertical direction, m; \( C_1 \) - modulus of elasticity of the beam material, Pa.

Experimental studies conducted at different voltages at the output of the semiconductor strain transducer and the gate electrode, confirmed the adequacy of the mathematical model and the effectiveness of established methodologies for developing semiconductor strain transducers.

The analysis of errors identified the dominant factors that have a major impact on the error output strain transducer. Calculated reduced error strain transducer measurements made on modern integrated technology is not more than 0.5%.

Several versions of integrated semiconductor structures strain transducers.

One option is a split cells deposited on a flexible basis. Each cell is a semiconductor strain transducer. The interconnections are performed in a film form. This design decision allows determining the strain in detail and design of complex geometric shape with a rough surface.

The second option is an integral strain transducer silicon membrane formed on the surface of which four semiconductor strain transducer united in a bridge circuit metallization. The silicon diaphragm is mounted on a dielectric substrate and placed in a metal housing. Application-driven elements in the strain transducer to simplify the setup process, improve the reliability and accuracy of balancing strain scheme. It should be noted that the location on the silicon semiconductor strain transducers membrane can be changed depending on the required sensitivity, precision, and the operating range of the measured values findings.

**Conclusion**

Held information analysis currently used strain transducers, confirming the relevance of development elements based on new semiconductor materials and structures to improve the metrological characteristics of existing materials.

The influence of strain on the basic parameters of the structures formed on various semiconductors and identified the possibility of their use as strain transducers. Based on research results of the mathematical model developed
methods strain transducers semiconductor design, allowing to predict the metrological characteristics of the design phase.

Designed strain transducer semiconductor containing on the surface of a single crystal silicon $n$-type conductivity silicon dioxide dielectric layer, and the insulated electrode, which can improve the sensitivity and accuracy of the parameters of the materials and products.

Designed semiconductor strain transducer containing on a surface of a single crystal of silicon of $n$-type of conductivity a dielectric layer of dioxide of silicon, and also an isolated electrode that allows to improve sensitivity and accuracy of determination of parameters of materials and products is developed.
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IMPLEMENTATION ALGORITHM OF DIAGNOSTIC ENGINE PERFORMANCE FOR MOBILE ROBOT

Method of construction of mathematical model mobile robot zone (img 1) makes formation of actor-agent which is defined by a tabular form and agent which is described in an analytical form based on the quantitative and qualitative information which is entered by the operator and data from robot sensors. Thus synthesized mathematical description of relationships tasks verbally using attribute “Name”.

Image 1 - block diagram of the construction of mathematical model of the mobile robot working zone

Synthesized multicomponent structure of the mathematical model of the working area, where each agent actors characterized by the following attributes: Pj «Price», Tj «Execution time», Lj «Address», «Changing robot location while task executes» Qj “State”, "Changing energy charge level while task executes" / "Ancestor / descendant."

Agent that describes a mathematical model has the following set of attributes: Li «Address», Li (t) «Calculated location”, “Target location», Vi «Speed”, “The direction of movements» , ξi «The energy», ξi (min) «Minimum energy», ξi (t) «The calculated energy" "target energy”, Qi «State». The structure of the mathematical model agent, describing diagnostic work has form
\[
\begin{align*}
V_i' &= \arctg\left(\frac{2\pi R_2 - n_1}{N}\right) \\
V_i &= \frac{n_2 + n_1}{N} \cos\left(\arctg\left(\frac{2\pi R_2 - n_1}{N}\right)\right) \\
x_i(\Delta t) &= x_i + V_i \Delta t \sin\alpha \\
y_i(\Delta t) &= y_i + V_i \Delta t \cos\alpha \\
\xi &= a_0 \Delta t^2 + a_1 \Delta t + a_2
\end{align*}
\] 

where \( R \) - radius of the wheel (tabulated values), \( n \) - number of encoder pulses per period \( \Delta t \), \( N \) - number of pulses per revolution encoder wheel (tabulated values); \( l \) - the axial distance between the wheels; \( V_i \) describes the velocity of the robot; \( \Delta t \) describes the angle of the velocity vector of the wheel axis robot, \( x_i, y_i \) - initial coordinates work; \( - \) coordinates - Work agent at time \( \Delta t \); describes the change in energy of robot; \( \Delta t \) - fixed time calculation performance.

To determine the effectiveness of the many tasks by robot using mathematical model, introduced function - "robot - tasks", taking into account the cost of energy intensity of the robots movement to the j-th task and function "robot - task", which evaluates the distance between the i-th task of the robot and provision of job opportunities for robots dispersal of the working area (1).

To test the adequacy of the mathematical model, made physical model was built. Model adequacy measured by conventional methods with using Fisher criterion by outgoing coordinate (energy charge level of the robot). Test result - the value of the Fisher criterion = 3.61 when table value = 3 and significance level = 0.05. It indicates adequacy of the model.

Rms relative error of calculations do not more 0.8%, maximum relative error \(-1.6\%\). The maximum relative calculations error of the robot \(-1\%\)

Image 2 - Assess the adequacy of the model work 1 - experimental; 2 - generated by the model
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Conclusion

Nowadays direction of the robotics development characterized by the extension of the scope of mobile robots in the industry, domestic sphere, social sphere. Amount of robots for a period 2011-2013 has more than doubled from 8.6 to 18.2 millions.

Having analyzed mobile robot intelligent control system work proposed new method of assessing the complexity of managing, which has quantitative and qualitative indicators. Method of construction of mobile robots information system as an expandable system of process management proposed. Method of communication between processes in the information system of mobile robot similar methods of information sharing on the Internet proposed. Using the proposed method can successfully work on mobile information systems of independent teams and individual developers.
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VOLTAGE CONTROL SYSTEM OF MAGNETOELECTRIC GENERATOR

The principles of construction and comparative evaluation of voltage regulating systems of magnetoelectric generator.

Introduction

Creation of airplanes with an all-electric equipment (AAEE) requires the new powerful systems of power supply on a few MV·A. Development of the independent systems of power supply and electromechanics for AAEE requires achievement of next characteristics:

- minimum mass and overall dimensions;
- maximum efficiency;
- minimum values of production and exploitation;
- limitation of electromagnetic time constant;
- possibility of operation, both in the mode of generator and motor;
- harmonicity of voltage shape or minimum pulsation of the rectified voltage;
- high mechanical durability, first of all circulating elements of construction;
- compatibility of electromachines with the electronic apparatus of control and system of power supply;
- requirement of inflexibility of external characteristic;
- workability of construction of both electromachine and all structural site which it is included in.

The output parameters of machines with permanent magnets correspond to the above-mentioned requirements to the electric machines.

The regulated synchronous generator with permanent magnets with excitation of armature back, offered by A. I. Bertinov and worked out to the industrial prototypes jointly with V. Andrejev and S. Mizjurin, has for this purpose an additional toroidal winding of magnetic bias 1 (fig. 1), located in overhead part of stator slot 2 and back which embraces it, 3. For the placing of magnetic bias winding in overhead part of stator sheet of generator there is the special comb 5.

Essence of voltage regulating by means of saturation of core parts by a direct current consists in change of magnetic core resistance in the back of armature 3 (fig. 1).

The value of necessary MMF of bias winding is usually small, as there are not air gaps on the path of bias flux. The expense of power on regulating is also
insignificant. Regulating system consumes minimal power in the operating mode of generator and maximal in the open circuit mode. According to A. I. Bertinov’s data a regulated magneto-electric generator of power 1000 BA at \( f = 400 \) Hz spends on regulating in the operating mode a 3% of nominal power and up to 10% at idling. Due to the presence of bias winding and rack on stator a mass of regulated generator increases in comparison with uncontrolled approximately on 25-30%, and relative power, necessary for the feed of bias winding, diminishes with the increase of generator power. Bias winding as a result of air gaps absence on the path of the created flux has large inductance.

A calculation of regulating performance of generator and choice of parameters of bias winding is a difficult task, interfaced with account of nonlinear characteristics of bias areas of generator core, that are under the simultaneous action of permanent magnet MMF of generator rotor and MMF of immobile bias winding.

The accounting of nonlinear characteristics of bias areas allows to define inductance and time constant of bias winding, and also dynamic behavior of all regulating system in whole. Thus exactness of voltage stabilizing is not limited to the parameters of generator, but depends only on the used regulator.

At all advantages of this method it has a substantial defect, which consists in that a maximal depth of flux change of \( \Phi_{\delta} \) is in the air gap of generator \( k_{\Phi\delta} = \Phi_{\delta_{\text{max}}}/\Phi_{\delta_{\text{min}}} \leq 2 \). Therefore this method finds application for synchronous generators with permanent magnets which operate with constant rotation frequency \( n = \text{constant} \) at the variable load. To the lacks of this regulating method also follows to refer the necessity of complication of generator construction due to the presence of bias winding, and also increasing of its mass and sizes.

There is also voltage control mode at the expense of mechanical moving of parts of magnetic core of generator relative to each other (fig. 2).

Fig. 2. AC generator with permanent magnets with voltage regulating at the expense of axial rotor moving relative to stator, where: 1 – washer; 2 – rotor; 3 – stator; 4 – shaft; 5 – piston.

Essence of voltage regulating consists in pulling-out of rotor from the air gap or pull-in, if frequency of rotation accordingly increases or diminishes.

In a fig. 2 a three-phase alternator is represented with a rotor 2 with permanent magnets, pressed-on on a shaft 4 on the sliding landing. From the left butt end of generator the hydraulic system which contains a hydraulic driver and block of its control is set. The piston 5 is mechanically connected with the washer 1, to which
a rotor is hardly fastened 2. At moving of piston 5 a rotor 2 moves along a shaft 4. Controller of hydraulic drive contains an electromagnetic valve, amplifier and element which reacts on deviation of generator voltage from nominal value. If generator voltage becomes higher nominal value then sensor through an amplifier plugs in a winding of electromagnetic valve to generator voltage and valve opened. Thus moving of piston 5 will happen and rotor 2 will begin to pull out from a stator 3, a generator voltage will go down here. At generator voltage below nominal takes place a pull-in of rotor 2 in the air gap of stator 3 and increase of voltage. At presence of highly sensitive element (Zener) in CU at application of this method the high static accuracy controlling of voltage (to ±1%) can be got. However presence of movable parts in a regulator does this system in the dynamic mode by very inertia, that is its considerable disadvantage. The controlling system is structurally difficult and unreliable.

So, to the known magnetoelectric generators such disadvantages are inherent, as absence of direct method of voltage regulating as a result of difficulty of change of permanent magnet flux, dispersion of magnet’s characteristics, which is determined by character of technological processes of their making, relatively high cost of generators.

The purpose of article is a receipt of magnetoelectric generator, in which the non-linearity of function of $B = f(H)$ at the change of load and speed of drivemotor is eliminated, simultaneous bias by the constant (from the excitation winding) and variable (from a rotatory rotor with permanent magnets) fields is diminished, eliminated regulator influence on exactness of voltage stabilizing, diminished inductance of excitation winding, depth of flux change in an air gap is increased, and voltage regulating is carried out by the common action of centrifugal regulator of magnetic flux value and direct-current of excitation.

**Solution of problem**

The general substantial sign of invention object is application of mobile rotor, in which regulating of magnetic flux value is carried out by moving of rotor relative to stator along shaft, what stabilizing of initial voltage of generator is due to.

In a fig. 3 the general view of magnetoelectric generator is represented.
magnet 6 during its pulling out outside stator. At diminishing of shaft 1 rotation speed a centrifugal regulator 3 and spring 2 moves a permanent magnet 6 to the left, that results in the increase of magnetic flux of excitation and, thus, to stabilizing of EMF in accordance with a formula:

\[ E = 4.44 f w k_e k_p \Phi \]

As known, voltage at the synchronous generator output equals to:

\[ U = E - jx_d I_d - jx_e I_e - R_1 I \]

due to the increase of load it is necessary to increase EMF for stabilizing of voltage. At the increase of generator load a current grows automatically in the inductor winding 9, that results in voltage stabilizing. It is possible to substitute valve 8 by a voltage regulator and, thus, realize the desirable law of regulating.

Thus the value of permanent magnet flux is regulated by the change of area of the mutual overlap of stator and rotor, and influence of generator load change is compensated by the change of excitation current. Electrical schematic of impulse voltage regulator of PMG is shown in the fig. 4. Regulator consists of: amplifier on the transistors T1, T2; source of standard voltage (C1, R2); source of sawtooth voltage (VD1, C1, R1). The voltage of generator is supplied through the \( T_p \) transformer and the \( R_{pot} \) potentiometer to the input of circuit VD1-C1. Pulsating voltage \( U_{C1} \) with the sawtooth component appears at the R1 resistor. With the increase of voltage \( U_t \) (fig. 3) capacitor C1 is charged; after achievement of \( U_{max} \) capacitor C1 begins to discharge on the resistor R1 up to the value \( \frac{U_{C1}}{U_{max}} = 0.1...0.15 \). In fig. 5.a the sawtooth curve \( U_{C1} \) is represented by the dotted line.

![Fig. 4. Electrical schematic of voltage regulator](image)

The constant component \( U_{C1} \) thus will be proportional to the value of variable voltage. The difference between standard voltage of stabilitron \( U_{CT} \) and voltage \( U_{C1} \) is supplied to the transistor amplifier input. As it is obvious from fig. 5, the transistor T1 is switched on during the area a-band is switched off during the area a-6. Relative duration of its opening linearly grows with reduction of the constant component \( U_{C1} \) that is with reduction of generator voltage. Time of the relative opening of the transistor T1 grows with decrease of generator voltage, and the time of relative opening of the transistor T2 – is decreased and average value of the current \( I_p = I_{k_2} \) in the bias winding OP1 (fig. 4) is also decreased, that results in increase of generator voltage. The diode VD2 assists to the active shutdown of the transistor T2, the capacitor C2 smooths out the pulsations of voltage at stabilitrone \( C_T \), and the diode VD3 – smooths out the pulsations of bias winding current and protects the transistor T2 from break-down by electromotive force of self-induction.
of winding OFl at swithing-off of the transistor T2.

**Conclusions**

The turned out results: direct method of voltage regulating, linearity of function of \( B = f(H) \) at the change of load and speed of drivemotor, eliminated regulator influence on exactness of voltage stabilizing, diminished inductance of excitation winding, depth of flux change in an air gap is increased, and voltage regulating is carried out by the common action of centrifugal regulator of magnetic flux value and direct-current of excitation.

The similar voltage regulators have an error no more ±2%. The cascade set with the impulsive voltage regulator of PMG with magnetic bias of armature can be built-in into aircraft engine and to have with it identical terms of maintenance.

**References**

APPROACHES TO THE AUTOMATION OF THE PROCESSES OF ACOUSTIC DRYING AND TO THE DESIGN OF SOUND GENERATORS

In the given article are represented the approaches to the control of acoustic drying process of porous materials and the approaches to the design of dynamic sirens using modern simulation software for aerodynamic calculations.

Operation of drying materials is widely used in many branches of industry. To date, the industry has very high demands to the quality of the dried product, hence the high requirements to the drying installations. In the field of technology of drying, we can see the progress: developed design of dryers, improved software for process control, carried out the work for automation of drying process. However, most of all modern dryers operate using traditional (convection and thermal) technology. Along recent years the interest in non-traditional and non-thermal dewatering was significantly increased. This is due to the fact that alternative methods are superior to traditional drying in many ways [1]. One of these methods is acoustic drying. The essence of the process is to effect on the material by the high-intensity sound waves (150-180 dB). Acoustic waves cause the strain of capillary-porous structure of dried material, which in turn greatly increases the diffusion coefficient. Compared to the traditional methods, the acoustic method has several advantages:

— higher economic efficiency compared to the traditional methods;
— short drying time and as a result-high performance of dryers;
— drying can take place with minimal heating of the material (the “cold drying”) that allows you to dry your product without exposing its thermal effects and significantly reduce the defect of products;
— acoustic drying is favorable for nature because it has no harmful emissions to the environment.

Study of the effects of sound on the drying of the material associated with the studies of heterogeneous processes in multiphase structures of type “gas-liquid in pores”.

For the industrial implementation of this technology must be developed automation techniques for the control of acoustic drying process. In [2] for the first time was represented a method of acoustic drying in which the drying process was conducted with alternating intervals between acoustic impact. In this case the time of the pause is determined by the following formula:

\[ \Delta \tau = \frac{\Delta U_t(x)^2}{a \Delta U_x}, \]  
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$a$ – diffusion coefficient, $\Delta U_r(x)$–difference of the humidity on the surface of material along pause, $\Delta U_x$ – difference of the humidity along the pore length of the material on the interval.

This method is characterized by significant energy savings due to pauses. To automate the process, namely to calculate the duration of breaks and time between them, we must determine the diffusion coefficient. The diffusion coefficient depends on the material properties (porosity, permeability, initial moisture content), as well as on sound field parameters (frequency and intensity of the sound). On the parameter can also influence the availability of heat supply. The diffusion coefficient is determined from the experiment of drying the material. Method of determining of coefficient $a$ based on experimental data, is given in [3].

Numerous studies show that the speed of the sound of drying depends on the intensity of sound in the chamber. As source of sound energy on experimental dryer in the Institute of Applied and Theoretical Mechanics SD RAS was used Hartmann air jet generator. Due to the low efficiency of this type of generators, they require high energy consumption for compressing of the air. The alternative high intensitysound generator is dynamic siren.

These sound generators are more complicated in design, but they have a higher coefficient of efficiency. The expediency of such sound sources has been justified on the experimental drying installation of “Acoustica resource” Ltd., which has been equipped with a low pressure dynamic siren.

Currently, the authors of the article are working on improving and upgrading the dynamic sirens type UZG-4A (fig. 1).

Working principle of a siren is the next: compressed air enters into the reservoir (3) and passes through the nozzles (1) of the stator (2); rotor (4) driven by the engine cuts off the air flow through the nozzle and thus generates a sound that extends into the chamber through the horn (5). According to [4] the sound intensity and power of these sources depends on the flow rate, air pressure and the design parameters of the sirens. The stator (2) consists of two parts. It technologically allows making Laval nozzles in the stator. The correct calculation of aerodynamic

![Fig. 1 – Dynamic siren of VNITI UZG-4A type.[4].](image)
parameters and selection of the correct configuration of siren elements, calculation of the length and angle of Laval nozzles and other parameters requires using of modern software based on the finite element method. Efficiency coefficient and sound pressure generated by the siren depends on the correct calculation of these parameters. To optimize the shape and angle of the paddles on the first step was carried out a simulation of air flow in the air reservoir of a siren.

The next step is calculation of Laval nozzle. In accordance with [4] siren sound characteristics depend directly on the outlet air flow velocity at the nozzle exit. Fig. 2 shows the spreading of velocities in Laval nozzle of rectangular shape. The parameters of nozzles selected by the series of experiments by FEM simulation program for aerodynamic calculations.

![Fig. 2- Calculation of Laval nozzle. Left – correctly calculated nozzle, right -the nozzle calculated incorrectly (flow disruption occurs).](image)

The nozzles are rectangular. According to [4] siren with rectangular nozzles have a higher efficiency compared with the sirens with classic round nozzles. Fig.3 shows the diagrams of nozzle area variation for round and rectangular nozzles during rotor rotation. The air flow through the opening is defined by the integral of the function of changing area of the nozzles. From the charts on Fig. 3 we can see that in the case of rectangular openings in the stator and rotor the law of changing flow rate through the closing in time openings is trapezoidal and in the case of round holes it is closely to sinusoidal.

![Fig. 3 - changing the area of the opening Sin time t. Left – rectangular opening, right – round opening.](image)

We shall notice that the start and closing of the rectangular hole is more abrupt than for the round hole. This leads to a more abrupt ejection of air from the nozzle of the siren, hence the more abrupt changes in air pressure at the siren outlet. Increasing of the pressure gradient at the moment of opening and closing of the
nozzles lead to the increasing of particle velocity of acoustic wave. According to the formula for sound intensity: \( I = \frac{p_0 v}{2} \), where \( p_0 \) - pressure wave amplitude, \( v \) - particle velocity, change of the sound intensity is directly proportional to the change in particle velocity. Thus, despite the technological complexity of the stator with rectangular nozzles, we can get the sound intensity increase as compared with the stator with round nozzles.

The problem of the approximate calculation of compressed air consumption through the openings of variable area (during rotation of the rotor) can be solved as stationary. With some step in time using FEM software we do a series of virtual experiments with different positions of the rotor relative to the stator holes (Fig. 4). Flow rate through the siren during its work calculated by the average flow rate among experiments in series.

![Fig.4 - Calculation of the air flow rate through the nozzle of variable area.](image)

**Conclusion**

To automate the process of acoustic drying can be used mathematical technique developed by the researchers from ITAM SD RAS, that can be applied to calculate diffusion coefficient, and hence to calculate the mode of the sound impact on the material. To control the sound intensity we can change the flow rate and pressure of the air in the dynamic siren.
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INFLUENCE OF INTRASYSTEM PERTURBATIONS ON GRADIENT ADAPTATION PROCESS OF INFORMATION SYSTEM TO THE EXTERNAL ENVIRONMENT

Results of the study of convergence of parameter vectors estimates obtained by gradient methods in the process of information system adaptation to the external environment in conditions of intrasystem perturbations are presented. Analytical expressions for the evaluation of the quality of adaptation depending on the variance of intrasystem perturbations are obtained.

Resistance to electronic countermeasures is one of the main tactical and technical requirements for modern and prospective robotic technical reconnaissance complexes. Source of information in such information systems can be a television and photographic equipment on the board unmanned aircraft [1]. Under the conditions of electronic countermeasures to control such a system requires its adaptation to the jamming environment. Thus on each of the data receiving antennas instead of the usual is advisable to use adaptive antenna arrays.

For understanding the intrasystem perturbations influence on the quality of functioning information system, adapting to external influences, it is expedient to combine the parameters of the useful signals, external and internal interference single measure of the system efficiency - its criterion functional. Such an approach can be realized only at a known algorithm of information processing in the system and availability of information about the external processes. In this case, the task of evaluating the effectiveness of the adaptive system is reduced to a multi-dimensional extremal problem for which solution is widely used well-designed gradient methods [2, 3].

However, in the analytical description of gradient methods, as a rule, do not take into account the impact intrasystem perturbations on process of adaptation to the external environment. In particular, in the adaptive signal processing systems with the method of steepest descent filtration error $E$ is calculated as the difference $E = S_0 - \hat{S}$ between the reconstructed signal and the reference value $S_0$ of the quality criterion defined or formed on the observation data [4, 5]. Adaptive estimation $\hat{S}$ of vector $S$ is corrected or recomputed on base of observed process $U$ and the filtering error signal $E = S_0 - \hat{S}$. Observed process $U$ is an additive mixture of the useful signal $S$ and the external noise $N$. In practice, the assumption that the useful signal is known, and its shape is determined by the signal $S_0$ had not fulfilled strictly due to the fact that the received signal can not be known a priori, and therefore it should be considered in some sense as unknown.

The aim of this paper is to develop the analytical apparatus for evaluating
and studying the convergence of the gradient algorithm of the system adaptation to the external environment in conditions of intrasystem perturbations.

Generalization of the problem of adaptive signal filtration allows you to select in any of the adaptive information system interrelated subsystems: subsystem of surveillance; subsystem of referent signals; subsystem of error and subsystem of adaptation (Fig. 1) [5].

![Fig. 1. Generalized structure of the adaptive system](image)

Fig. 1 shows the relationship of subsystems constituting the adaptive system. This partition of adaptive system into subsystems is nonstandard, since the control object here is in explicit form not appear, and the error has a more generalized form than usual prediction error. However, such a structure allows you to focus on the features of the submission intrasystem perturbations present in each of the above subsystems adaptive system.

Let for adaptive system shown in Fig. 1, it is necessary to obtain an estimate \( \hat{S}(t) \) and this estimate must satisfy the criteria of the minimal distance to the reference signal \( S_0(t) \)

\[
\|S_0(t) - \hat{S}(t)\|^2 = \min_{U(t)} \|S_0(t) - U(t)\|^2.
\]  

Evaluation formed in the subsystem of adaptation on algorithm

\[
\hat{S}(t) = \sum_{i=1}^{N} w_i(t) U_i(t),
\]

where \( W^T(t) = [w_1(t) \ldots w_i(t) \ldots w_N(t)] \) – the parametric vector of the system;

\( U_i(t) \) – observed vector process, \( i = 1, N \).

According to Theorem of projection [6], the optimal by (1) the parametric vector of adaptive system \( W(t) \) in steady state must satisfy the condition
\[
M \left[ E^T(t) U_i(t) \right] = 0; \quad E(t) = S_0(t) - \sum_{i=1}^{N} w_i(t) U_i(t).
\]

Hence, the model of chain parametric adaptive control by vector system \( W(t) \) has the form
\[
W(t) = \gamma \left[ E^T(t) \left[ U_1(t) \ldots U_i(t) \ldots U_N(t) \right] \right] dt,
\]
where \( \gamma \) – regulating characteristic of the control circuit.

Expression (2) describes the system’s process of parametric adaptation that is based on the correlation feedback. Systems with correlation control are studied well enough and are widely used in the practice of adaptive signal processing [4, 7]. In contrast to the known results we are interested in the influence of intrasystem perturbations on the process of adapting this class of systems.

If as the integrator is used aperiodic link of circuit with a time constant \( T : \)
\[
F(p) = (T p + 1)^{-1},
\]
then (2) takes the form
\[
T \frac{d W(t)}{d t} + W(t) = -\gamma \left[ \tilde{A}(t) W(t) - \tilde{\alpha}(t) \right],
\]
where the matrix \( \tilde{A}(t) \) and vector \( \tilde{\alpha}(t) \) combine the results of multiplication complex vectors:
\[
\tilde{A}(t) \left[ A_{ij} \right] = \left[ U_i^T(t) U_j(t) \right]; \quad \tilde{\alpha}(t) = \left[ \alpha_{ii} \right] = \left[ S_0^T(t) U_i(t) \right];
\]
\[
\tilde{A}(t) W(t) - \tilde{\alpha}(t) = \tilde{\nabla}_W(t) - \text{estimate of the true value of the gradient } \nabla_W(t) \text{ of the quadratic error function } \| E(t) \|^2 = M \left[ E^T(t) E(t) \right].
\]

We write the true value of the gradient \( \nabla_W(t) \) of the quadratic function \( \| E(t) \|^2 = M \left[ E^T(t) E(t) \right] \) as
\[
\nabla_W(t) = A W(t) - \alpha, \quad \text{where } A = M \left[ \tilde{A}(t) \right];
\]
\[
\alpha = M \left[ \tilde{\alpha}(t) \right]; \quad \text{and present the perturbed estimate } \tilde{\nabla}_W(t) \text{ of the gradient } \nabla_W(t) \text{ in additive form } \tilde{\nabla}_W(t) = \nabla_W(t) + Z(t), \quad \text{where } Z(t) \text{ – random vector noise of gradient generated by intrasystem perturbations. After this the discrete analogue of process (3) with the perturbed evaluation of gradient has the form}
\]
\[
W(n+1) = W(n) + (T \Delta F)^{-1} \left[ I + \gamma \tilde{A}(n) \right] W(n),
\]
where \( \tilde{\alpha}(n) = \alpha + \Delta \tilde{\alpha}(n); \quad \tilde{A}(n) = A + \Delta \tilde{A}(n); \quad \Delta \tilde{A}(n), \quad \Delta \tilde{\alpha}(n) \) – matrix and vector of intrasystem perturbations, respectively;
\[
\Delta F \quad \text{– spectral width of the observed process.}
\]

After grouping summands expression for perturbed parametric vector \( W(n+1) \) of adaptive system takes the form
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\[ W(n+1) = W(n) + (T \Delta F)^{-1} (I + \gamma A) \left[ W_{opt} - W(n) + \Delta W(n) \right], \]

where \( W_{opt} = \gamma (I + \gamma A)^{-1} \alpha \) – the optimal value of parameter vector of the adaptive system at steady state in the absence of intrasystem perturbations;

\[ \Delta W(n) = -\gamma (I + \gamma A)^{-1} \left[ \Delta A(n) W(n) - \Delta \alpha(n) \right] \]

– random displacement of parameter vector of the adaptive system under the influence of intrasystem perturbations \( \Delta A(n), \Delta \alpha(n) \).

On an arbitrary adaptation step perturbed parametric vector of system \( W(n+1) \) has a value

\[ W(n+1) = (I - G^n) W_{opt} + (I - G) \sum_{i=0}^{n-1} G^i \Delta W(n-i), \]

where \( G = I - (T \Delta F)^{-1} (I + \gamma A) \).

Expression (4) is a generalized because it reflects the process of changing parameter vector system in the process its adaptation in conditions of intrasystem perturbations in system itself. If the presence of intrasystem perturbations neglected: \( \Delta W(n-i) = 0 \), then from (4) follows known particular case of presentation of the gradient method of adapting the system [4, 8].

Assuming that the perturbing vector processes \( \Delta W(i); i = 1, N \) in (4) have the same variance, taken into account their mutual uncorrelated, we have

\[ M \left[ \Delta W^T(i) \Delta W(j) \right] \left[ W_{opt} \right]^2 = \begin{cases} \sigma_W^2, & \text{if } i = j; \\ 0, & \text{if } i \neq j. \end{cases} \]

When adapting the system mean square approximation to a reference vector \( S_0(n) \) varies as

\[ \| E(n) \|^2 = \left\| S_0(n) - W^T(n) U(n) \right\|^2. \]

After substituting the parameter vector (4) in (5) and a series of transformations we have the representation of the process mean square approximation to the reference signal in conditions of intrasystem perturbation

\[ \left\| E(n) \right\|^2 = \left\| E(W_{opt}) \right\|^2 + \left\| W_{opt} G^n \right\|^2 + \left\| \sum_{i=0}^{n-1} G^i \left( I - G \right) A \left( I - G \right) G^i \right\|^2 \sigma_W^2 \]

\[ + \sigma_W^2 \left\| W_{opt} \right\|^2 \text{tr} \left[ \sum_{i=0}^{n-1} G^i \left( I - G \right) A \left( I - G \right) G^i \right]. \]

If in the system are performed the appropriate conditions for the convergence of its adaptation algorithm, in the steady-state approximation (6) has as its limit value
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where \[ K = \lim_{n \to \infty} \sum_{i=0}^{n-1} G^i (I-G) A (I-G) G^i \] – positive definite matrix.

From (7) follows that due to the presence of intrasystem perturbations fluctuations of parameter vector adaptive system lead to an increase at steady state approximation error to the reference signal compared to \[ E(W_{opt})^2 = E_{min}^2. \]

Conclusions

Based on the results of analysis (6) can be argued that intrasystem perturbations do not influence the convergence and stability of the adaptation process. However, as follows from (7), in conditions of intrasystem perturbations the limiting estimate parametric vector of the system obtained in the process of adapting by the gradient method of steepest descent will be shifted by some amount relative to its optimum value. The magnitude and nature of the displacement are determined by the properties of intrasystem perturbations.

Hence it is quite obvious the need to develop gradient methods are not critical to the presence in the system of intrasystem perturbing processes.
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ELEMENTS OF THE THEORY OF CONSTRUCTION OF METHODS
ASSESSMENT OF DYNAMIC UNCERTAINTY IN MEASUREMENT OF
PARAMETERS MOTION ROBOTIC COMPLEXES

Proposed a new approach to evaluating uncertainty during dynamic measurement is
suggested, which is based on the use of the power spectrum of the input signal and a
priori data of the frequency characteristics of the measurement means utilized.

When reporting on the results of dynamic measurements, it is necessary to
provide a quantitative assessment of the quality of the experiment in order that its
reliability may be correctly appraised [1-4]. Without such a reference value, the
results of dynamic measurement can neither be compared with other equivalent
studies, nor with standard reference values. It is therefore necessary to develop a
uniform and understandable assessment methodology of the quality characteristics
of dynamic measurements.

In drawing up relevant differential equations, input signals are recorded on
the right, i.e. the reason that led the MM to function, while the left side of the
differential equation, describes the output signal (or response of the MM), and for
linear transducers, it is written in the form [3, 5]

\[ \sum_{i=0}^{n} a_i y^i(t) = \sum_{k=0}^{m} b_k x^k(t), \]

where \( x(t), y(t) \) are respectively the input and output values; \( i, k \) are the order
derivatives; and \( a, b \) are the coefficients that characterize the properties of the MM.

To express the differential equation in the area of frequency, the
differentiation symbol \( j\omega \) may replace \( d/dt \) as the time coordinate, and then the
equation (1) takes the form

\[ \frac{Y(j\omega)}{X(j\omega)} = S_0 \frac{b_{n,1}(j\omega)^n + b_{n-1}(j\omega)^{n-1} + \ldots + 1}{a_n(j\omega)^n + a_{n-1}(j\omega)^{n-1} + \ldots + 1}, \]

or

\[ Y(j\omega) = S(j\omega)X(j\omega), \]

where \( Y(j\omega), X(j\omega) \) are respectively the spectral functions of the input and output
measurement signal; \( S_0 = b_0/a_0 \) is the static sensitivity, i.e. the sensitivity to the
constant input value (when \( j\omega = 0 \)), \( S(j\omega) \) is the transfer function of the MM or
operational sensitivity.

The most typical properties of the MM are dynamic characteristics, which
are described by differential equations of the first or second order, although in some
cases, the third or higher order [5-7].
Information about the dynamic characteristics should be found in the regulatory and technical documentation of the MM, although if data is not available, it can be obtained on the basis of a priori data on the MM.

To express the experimental uncertainty of the results of dynamic measurements, it may be convenient for practical use to refer to the frequency characteristics of the measuring means [5], listed in Tab. 1.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Frequency characteristics of the MM</th>
<th>Typical Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S(j\omega) = K$ where $K$ is the transmission coefficient</td>
<td>Non-inertial (ideal measurement transducer)</td>
</tr>
<tr>
<td>$S(j\omega) = \frac{K}{1 + j\omega \tau}$ where $\tau$ is the time constant determined by the parameters of the MM</td>
<td>Aperiodic (temperature transducer)</td>
</tr>
<tr>
<td>$S(j\omega) = \frac{K}{j\omega}$</td>
<td>Integrated (integrated amplification)</td>
</tr>
<tr>
<td>$S(j\omega) = K (1 + j\omega \tau)$</td>
<td>Forcing (differential amplification)</td>
</tr>
<tr>
<td>$S(j\omega) = \exp(-j\omega \tau)$</td>
<td>Delay (analog-to-digital converters)</td>
</tr>
<tr>
<td>$S(j\omega) = \frac{K}{1 + j\omega \tau_1 - \omega^2 \tau_2}$</td>
<td>Oscillating (electromechanical transducers)</td>
</tr>
</tbody>
</table>

It is also known that the existing international experience in the concept of evaluation and expression of measurement uncertainty [1] does not describe how to undertake estimation of dynamic uncertainties in the performance of metrological works (or experiments in dynamic modes of MM).

[1] only makes it apparent that in existence there are ways of estimation as demonstrated by type A and type B, and in addition ways to demonstrate uncertainties, which may be standard, combined or enhanced. The definitions of these uncertainties are given in [1]. A well-known approach, as investigated in the papers [3, 6-9], is that dynamic uncertainty is calculated as a standard uncertainty of type B, itself determined by the dynamic error value divided by the square root of 3 (assuming a uniform distribution law).

Using classical theory in the measurement of dynamic error in the expression of dynamic uncertainty is unacceptable, given the concept of measurement uncertainty expression, which, as set out in the international standard [1], is moving away from the concept of measurement error, as such, which does not use known values, and cannot have absolute values. This is as opposed to measurement uncertainty, which can be evaluated, and for a particular measurement result is not a
single value, but has an infinite number of values, which are scattered around the result.

Consequently, there is a need to develop a new approach to the expression of dynamic uncertainty that can be evaluated without using the classic dynamic errors used in error theory.

The measurement of dynamic uncertainty depends on measurement uncertainty that is conditional on the responses of the measurement means to determine the speed (frequency) of the input signal, which is itself dependent both on the dynamic properties of the measurement means and on the frequency spectrum of the input signal.

Dynamic uncertainty measurement $u_D[y(t)]$ can be expressed by the square root of the integral of the product of the square of the spectral function of the input signal and the square of the modulus of the frequency response of the measurement means that is used during dynamic measurements over a wide range of frequencies [8]

$$u_D[y(t)] = \sqrt{\frac{1}{2\pi} \int_{-\infty}^{\infty} |S(j\omega)|^2 |X(j\omega)|^2 d\omega},$$  \hspace{1cm} (3)

where $|S(j\omega)|$ is the modulus of the frequency characteristics of the MM that is used for dynamic measurement, or the amplitude frequency characteristics of the MM, which is defined by formula [7]

$$|S(j\omega)| = \sqrt{a^2(\omega) + b^2(\omega)},$$  \hspace{1cm} (4)

where $a(\omega),$ $b(\omega)$ are respectively the real and imaginary parts of the frequency characteristics of $S(j\omega)$ of measuring instruments; $X(j\omega)$ is the spectral function of the input signal that is associated with the input time function $x(t)$ of the Laplace expansion [5]

$$X(j\omega) = \int_0^\infty x(t)e^{-j\omega t}dt,$$  \hspace{1cm} (5)

where $\omega_0$ is the frequency of the input signal.

The upper limit of integral equation (5) on a finite time interval can be changed by the total observation time $T$.

If the measured signal $x(t)$ is determined by sampling, then the integration of equation (5) can be replaced by a summation operation, when the following substitutions are made: $t$ is replaced by $nT_s$, where $n$ varies from 0 to $N-1$, through $T_s$ which designates a sampling period, then $x(t)$ has the form $x(nT_s)$, and $e^{-i\omega t}$ is replaced by $e^{-i\omega nT_s}$ [7].

Should such replacements be made in equation (5), it may then be written in a discrete form [5, 9]
\[
X_a(j\omega) = \sum_{n=0}^{N-1} x(nT_a) e^{-j\omega nT_a} = \\
\sum_{n=0}^{N-1} x(nT_a) \cos \omega nT_a - j \sum_{n=0}^{N-1} x(nT_a) \sin \omega nT_a ,
\]

(6)

where \( \omega_n = \frac{2\pi k}{NT_a} \), \( k = 0,1,...,N-1 \).

In this case, so that the discrete spectral function value corresponds to a continuous spectral function, it needs to be multiplied by the sampling interval [7, 9]

\[
X(j\omega) = T_s X_a(j\omega).
\]

(7)

During dynamic sampling measurements during the production of a signal, the equation to express dynamic uncertainty (3), taking into account equations (6) and (7), may be written in the form

\[
u_{\omega} [y(t)] = \left\{ \frac{1}{N} \sum_{k=0}^{N-1} \sum_{n=0}^{N-1} x^2(nT_a) e^{-j\omega nT_a} A^2 \left( k \frac{2\pi}{NT_s} \right) \right\}^{1/2},
\]

(8)

where \( A \left( k \frac{2\pi}{NT_s} \right) = \left| S(j\omega) \right| \) represents the amplitude frequency characteristics of the MM supported by the dynamic measurement values taken; \( \Delta \omega = \frac{2\pi}{NT_s} \) is the interval of the discrete defined frequency values; \( T_s \) is the sampling time; \( N \) is the number of samples; \( NT_s \) is the total duration of observation.

Given the above, a way of expressing the dynamic uncertainty of measuring includes the following stages: the execution of dynamic measurements; determination of the frequency response measurement tools used; determination of the spectral function of the input signal; dynamic evaluation of uncertainty of a measuring instrument.

Conclusions

A new approach to the expression of experimental dynamic uncertainty in dynamic measurements is proposed on the basis of a priori information on the frequency characteristics of the Measurement Means and the spectral functions of the input signal. These allow us to obtain evaluations of the results of dynamic measurements to international requirements for the precision specifications. The proposed approach to estimating dynamic uncertainties can be used for measurement means which are characterized by dynamic circuits of any type under the operation of a stationary random input signal.
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INVESTIGATION OF KNITTED SOLDERED COPPER WIRE MESHES FOR LIGHTNING PROTECTION OF CARBON FIBER COMPOSITE SKIN OF AIRCRAFT

Infliction of direct lightning strike upon a carbon fiber composite skin is analyzed. Zones are described for lightning protection of aircraft and also given parameters of test pulse current of lightning. Advantages resulting from using of mesh fabrics for energy dissipation are envisaged. Formation of electric contacts when soldering copper wire mesh is studied.

The modern aircrafts and wind power units use increasingly more composites based on carbon fibers with epoxy matrices. The percentage of Carbon fiber composites in commercial aircrafts are continually enlarging and reaches, for instance in An-148, 20-22 %, whereas in aircrafts of worldwide producers (Boeing–787, Airbus–350, etc.) is approaching 50 % [1].

Structures from CFC have some advantages such as light weight, high elastic–strength properties, labor savings and low manufacturing costs, etc. versus metallic ones. However, high electric resistance is there shortage that has different values and depends on carbon fiber orientation within a composite. The specific resistance of a CFC has usually a value between 1-2⋅10⁻³ Ohm·cm (for single direction arrangement of carbon fibers) to 10⁻¹⁰0 Ohm·cm (for transverse direction arrangement of fibers) [2].

In connection with the above said, when thermal and electrical current loads are applied (to 200 kA), the direct lightning strike to a polymer composite causes an ohmic heating reaching several hundred grades which inflicts a destruction to the binder and severe gas evolution. The resultant gas produces a high internal pressure within the CFC, and as a consequence, the CFC layers separate and the destruction has a form of through holes and delaminations across a great area around the point of contact with the lightning streamer (Fig. 1) [3-6].

The worldwide aircraft producers try to solve the problem via metallization of the CFC structure surfaces exposed to lightning strikes, in particular, fuel tanks mounted at the aircraft wings [1, 3, 4].

The metallization can be performed through formation upon them either copper or aluminum perforated foils (of such US companies as «Dexmet» [7] and «Astrostrike» [8]), and also woven or non-woven wire meshes, or by applying metalized coatings on the CFC surfaces [3, 4, 9].
As per qualification requirements relative to conditions of service and environment for board equipment, an aircraft can be divided into zones that differ when exposed to lightning strike [10]. The test impulse 1A, given in Fig. 2b, is determinative when testing the endurance of the fuel tank panel for exposure to lightning discharge. It should be noted, that high current and short component are not permitted because they lead to burning or high temperature capable to ignite the fuel vapors. Fig. 2a shows the aircraft lightning protection zones. Current impulses that are typical for zone 1A (Fig. 2b) should include the following components of an idealized lightning impulse [1, 4]:

A - is the component with a peak amplitude 200 kA (± 10 %) and an action integral $2\times10^6$ A·s (± 20 %);

B - is the component with an averaged amplitude 2 kA (± 20 %) and transferable charge 10 Coulomb (± 10 %);

C* - is the component with amplitude 400 A and transferable charge 18 Coulomb (± 20 %) during the action time of 45 sec.

Fig. 2. Lightning protection zones of aircraft (a) and test current impulse for zone 1A (b) [1]

One of the promising method of manufacturing metallized layers is the use of lightweight knitted soldered meshes that are applied upon the CFC part surfaces. Such meshes exhibit dissipative effect that is manifested in supplemental
expenditure of energy under the lightning strikes, and for evaporation of a light solder, and pulling out wires from the binder [4, 9].

The aim of this work is to study application of copper knitted soldered meshes as reinforcing elements to surface layers of carbon fiber composites. Loop-like structure (Fig. 3а) of such meshes is formed from thin copper wires of 0.08-0.12 mm in diameter, which are covered with a solder [3, 4, 9]. Among the existing light solders for covering of copper wires, we selected solder TLS-61 because of its lower melting temperature, small density, low specific electric resistance and high strength as compared with solders of this group [11].

Fig. 3. Fragment of knitted soldered mesh (a), schematically showed copper wire with solder TLS-61(b)

Further soldering of loop-like cells of such a mesh ends in a soldered wire carcass, which preserves the form of knitted loops. Unlike knitted non-soldered meshes, lightning conductor carcasses made of soldered meshes are less stretchable; mobility of such a fabric structure is reserved at the expense of deformation and displacement of the loops relative to each other.

The amount of the solder in the mesh should be optimized in order to provide the sufficient strength for bonding of structural elements (loops) at a minimum weight. To optimize the structure of the knitted soldered mesh, the wire contribution, in their sites of interweaving, to the overall contact resistance is evaluated. Experiments on measuring specific surface electric resistance for copper meshes are conducted with the use of all-purpose measuring device P4833 [9].

It was found during the experiment that two types of contacts are existing when soldering: direct contact of copper tinned wires (Fig.4a) and contact of copper tinned wires through an additional layer of solder (Fig.4b), which increases the soldering area, thus the wire bonding strength.

Fig. 4. Schematically representation of contacts of knitted soldered mesh with direct contacts of tinned wires (a) and with contacts of tinned wires through a layer of solder (b)

The experiment showed that specific surface electric resistance of the meshes, being soldered as per scheme in Fig 4a, is high in comparison to the electric resistance when they are soldered as per scheme in Fig. 4b. This can be explained by
a higher area for wire contacts, comparing to scheme 4b. At the same time, higher specific electric resistance of the solder does not produce a noticeable effect on the characteristic of the contacts between the wires because of low thicknesses of the solder applied upon the wire cores.

The diagram in Fig 5 shows the dependency of specific surface electric resistance on the areal density of a mesh manufactured using two versions of soldering, where can be seen data on meshes manufactured from a single, double and triple wire. The conductivity characteristics of the mesh per version 1 are lower than per version 2, and the data scattering of electric resistance (shaded areas) allow optimization of the mesh architecture in relation not only to its structure but to its method of soldering too.

![Diagram](image)

Fig. 5. Dependency of specific surface electric resistance on areal density of knitted soldered meshes with wire diameter of 0.08 mm and soldering method for contacts per scheme in Fig. 4a (1) and Fig. 4b (2)

It should be underlined that when selecting a type of copper mesh as element of lightning protection, one should keep in mind that with increasing the areal density (equivalent to increased quantity of conductive wires) the overall weight of the copper mesh used increases too.

The described features of the structure and soldering method of knitted soldered meshes manifest a potential for their useful application to lightning protection systems for CFCs, both airplanes and wind turbine blades.

Conclusions

1. The volume of using carbon fiber composites in commercial airplanes is increasing every year. A lightning strike to carbon plastics structures conceals a risk of destruction because of their low electric conductivity.

2. One of feasible methods of lightning protection for such structures is application of a metallized layer made of knitted soldered wire meshes.

3. The effect of two techniques of soldering on the overall specific surface electric resistance of the meshes is determined. The dependence is established relative to the effect of the wire loop contacts on the mesh electric resistance useful
for optimization of the mesh architecture with different areal densities and their processing.
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COMPLEX APPROACH TO MITIGATE CYBERTHREATS IN CIVIL AVIATION

In the paper the analysis of guidance aviation security documents was carried out. These documents parts related to cyberthreats in civil aviation were defined and also the complex approach to provide the cybersecurity of critical aviation information systems was proposed.

Cyberterrorism evolution shows that attacks in cyberspace [1] today have a strong political overtones and more evident in cybernetic influence on international level. Only the first half of 2014 may be noted such cyberincidents: hackers broke into the Schengen Information System; powerful DDoS attack focused on biggest NATO sites from pseudo-Ukrainian groups named «CyberBerkut» & «Anonymous Ukraine»; cyberattacks on Ukrainian Cabinet of Ministers, Prosecutor General’s Office of Ukraine & National Security and Defense Council of Ukraine; 1.3 millions of big communication operator Orange France were victims of cyberattack focused on their personnel data; Russia launched large-scale cyberwar against Ukraine, it is bound to the revolutionary events and carries political overtones to destabilize the situation in the state and the violation of its sovereignty & integrity; powerful DDoS attacks from Russian Federation territory on Ukrainian Central Election Commission in preparation and voting in Presidential election. Cyberattacks and acts of cyberterrorism are very crucial for critical infrastructure of any state, because these may have serious and tragic consequences. For instance in Civil Aviation (CA) any unauthorized access to control system calls into shot hundreds and thousands of passengers’ lives. CA is moving away from traditional radar systems in favor of more modern digital tools connection – the problem is that new technologies potentially allow attackers get stuck between the pilot and dispatcher.

The guidance aviation security documents declare following requirements to ensure cybersecurity [1]: 1. ECAC Doc 30 [2] declares that measures addressing cyber threats to CA have been included in the National Civil Aviation Security Programme, the National Quality Control Programme and the National Civil Aviation Security Training Programme. A set of security control consists of below measures [2]: 1) Implementation of effective measures to protect Critical Aviation Information Systems (CAIS); 2) Including the CAIS in their threats assessment processes; 3) Separating the CAIS networks from public; 4) Responsibility for securing CAIS is allocated by operators to a properly selected, recruited and trained individual; 5) Security measures are considered in the design, implementation, operation and disposal of new CAIS; 6) Supply chain security measures for hardware and software should be applied to CAIS; 7) Remote access to CAIS is only permitted under pre-arranged and secure conditions; 8) Cyber attack incidents must be recorded for future evaluation and counter & preventive measures efficiency increasing. 2. It is also worth noting that the most comprehensive list of measures to
mitigate cyberthreats’ negative influence on CAIS there is in *ICAO Doc 8973* [3]. Among them is noted as follows: 1) Administrative Measures; 2) Virtual (Logic) Control Measures; 3) Physical Controls. Besides this document, also focuses on CAIS: security by design, networks separation & secured remote access for legitimate users, supply chain security & cyber attack incidents records [3]. Despite the examples of the last cyberattacks and requirements of guidance aviation security documents, the *main purpose* of this paper is offer an integrated approach to mitigate cyberthreats and provide CA cybersecurity.

The cybersecurity will be successful only if a comprehensive approach to building a system of CAIS security. That’s why complex approach includes a set of organizational and engineering measures that are intended to secure from disclosure, leakage and unauthorized access. Let’s look at stages of CAIS’ complex information security system (CISS) development in detail (steps from 1st to 13th):

1. **Documents Preparing.** At this stage, the project of documents is prepared that defines the organizational component of the system (the order project of CISS creation, the condition project of Information Security (IS) service, projects on job descriptions, procedures etc.) that are approved by the administration. It can be also created an IS service or appointed persons who are entrusted to ensure IS and control over them. Responsibility relies on the owner of the system.

2. **Audit.** The following documents are developed: the Certificate of CAIS inspection; the list of CAIS objects which require protection. During the CAIS inspection should be analyzed and described: the general block diagram and structure; types and characteristics of liaison channels; interactive features of separate components, their mutual influence in private; possible restrictions etc. Such characteristics of the physical environment are a subject matter of the analysis: territorial arrangement of CAIS components; availability of territory protection and facility access procedure; the influence of environment factors, protection from the means of technical investigation; availability of communication elements, life-support systems and communications, which have an output for borders of a controllable zone; availability and characteristics of grounding systems; storage conditions of magnetic, paper and other data carriers; availability of the design and operational documentation on components of physical environment.

3. **Threats & Violator Model Development.** Using the information which is presented in the Environment Certificate of Inspection of CAIS operation, the potential threats to the data are defined. There is a research of some possible ways for CAIS data threats realization that is: outflow channels; special purpose channels & unauthorized data access methods. The results of Environmental Inspection of CAIS operation affirm the list of protection objects, as well as potential data threats are defined and the model of threats and violator model are developed. Threats model is the abstract formalized or unformalized methods and means description of threats realization. Violator model is the comprehensive structured characteristic of the perpetrator which is used together with the threats model for development of IS policy. On what information properties violation or CAIS threat is directed: confidentiality violation, integrity violation, data availability violation, surveillance and management of CAIS violation.

4. **Security Policy Development.** Security policy is a set of requirements, rules, restrictions, and recommendations etc. which regulate the data processing order and
directed on IS from the certain cyber threats. Security policy offers the following guarantees: a) It is provided an adequacy of IS level to a level of its criticality in CAIS; b) Realization of IS measures profitability; c) In any environment of CAIS operation the assessment and testing are provided; d) Personification of security policy positions is provided, the reporting (registration, audit) for all critical from the security point of view resources to which an access is provided during CAIS operation; e) The personnel and users are provided with the Full Documentation Set according to the IS support; f) Critical from the point of view of IS CAIS technologies (function) have all corresponding support plans of continuous work and its renewal in case of unforeseen situations. 

5. Technical Specification. The main stages of technical specification formation: a) Classification and description of CAIS resources; b) Development of an information model for existing CAIS, information CAIS flows, interfaces between the user and CAIS etc; c) A list of threats and possible channels of information leakage determination; d) Expert Assessments of expected loss in case of threats; e) Identification of security services; f) Requirements identification for organizational, physical and other protective measures implemented in addition to the complex software and hardware protection; g) Requirements identification for metrological work; h) Models identification that is designed, and technological stand; i) Cost-efficiency assessment of selected assets; j) Making the final decision on the CISS content.

6. Technical Project. CISS technical project is developed on founding and in accordance with technical specification on CISS creation. In the process of CISS project development there are proved and designed decisions which give an opportunity to realize technical specification requirements, to provide compatibility and co-operation of different CISS components, and also different measures and technical specification methods. A technical project on CISS creation includes: a) Development of general design decisions necessary for realization of technical specification on CISS requirements; b) The decision on CISS structure, operation algorithms and conditions of use of defense (security) facilities; c) The decision on CISS architecture and implementation mechanism, defined by a functional structure of IS services; d) Procedure description of technical events on support of CISS development sequence, architecture, tests, the operational environment and CISS documentation according to the set of realization guarantees of security services; e) Development, registration, coordination and the documentation affirmation corresponding to the technical specification size, on CISS; f) Documentation development on IS resources supply and-or technical requirements on their development; g) Preparation and documentation registration on security means deliveries or production containing them in the structure, for CISS complete set (configuration); h) Development, registration and the affirmation of working and operational CISS documentation and, if necessary, its separate component parts. 7. IS Plan. At this stage it is required to realize organizational, primary, technical and basic technical measures of restricted access IS, to establish required IS zones, to lead certification of technical equipment of an information activity support, IS means, workplaces (facilities) according to the IS requirements. 8. Operational Documentation. At this stage there is a development, registration and the affirmation of working and operational documentation and, if necessary, its separate parts. The working
documentation contains detailed decisions on CISS design realization, maintenance of CISS management and interaction of its components, and also the necessary documentation for testing, carrying out of starting-up and adjustment works, carrying out CISS tests. 9. CISS Implementation. Implementation of organizational IS measures in CAIS provides: work on administrative documents preparations which regulate an activity of CISS support; compiling of instruction to person who participates in processing or IS in CAIS according to the list specified in the project on CISS; completion of work and the affirmation of documents which are included into IS plan in CAIS except those documents for which the results of the following stages are necessary. Commissioning works, according to the requirements of the preliminary CISS design in CAIS, provide installation, initialization and testing the work ability of CISS. 10. Preliminary Tests. The purpose of the preliminary tests is checking the work ability of the CISS and possibility of taking it to the research operation. The CISS work ability and its compliance with technical specification requirements is checked during the tests. Preliminary tests are carried out according to the program and test methods. Developer of the CISS prepares program and test methods and the customer agrees CAIS. 11. Research Operation. During research operation of the CISS: a) Technologies of information processing, a turnover of machine data carriers, management of security means, access differentiations of users to CAIS resources and the automated control over users' actions are examined; b) Employees and IS users get practical skills with the help of technical and hardware-software IS means, study conditions of organizational and administrative documents concerning access differentiation to technical means and information resources; c) Performing (if necessary) the revision of the software, additional tuning and configuration. According to the results of the arbitrary shape work the report on completion of the research is operation drawn up, which includes the conclusion on the possibility (impossibility) of CISS representation on the public examination. 12. Public Examination. Public examination of the CISS is a separate step of acceptance tests of the CAIS. Public examination is conducted to determine CISS conformity with the requirements of normative documents on IS and its possibility of introducing CISS consisting of CAIS in the operation (exploitation). 13. CISS Support. CISS support contains (accordantly IS plan and operational documentation): warranty & after sales technical service.

Accordingly in this paper, based on guidance aviation security documents and analysis of last attacks in cyberspace, the complex approach to ensure CA cybersecurity was offered. It consists of 13 steps (from documents preparing to exploitation and support) and allows to provide an effective cybersecurity of CAIS.
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MUTUAL CONTROL BASED ON QUANTUM SECRET SHARING FOR REMOTE ACCESS IN ELECTORAL PROCESS AUTOMATION SYSTEM

A set of arrangements to ensure mutual control of parties to the vote count procedure in the course of electoral process is suggested. The scheme is based on quantum secret sharing technologies. A remote access capability is assumed to be provided in the form of video surveillance of paper media count and access of authorized persons to the server of interregional electoral body. In addition, remote de-blocking device to control physical access to ballots and access to vote count recording device are provided.

The problem of providing information security in the course of political electoral process is characterised with participation of representatives from various adversary political parties in vote count, which, on the one hand, distrust each other and, on the other hand, may potentially prove to be unfair. These specific features require that a concept of secret sharing, which is well known in cryptology, should be used in the election automation system. This being the case, it is helpful to provide secret recovery capability for parties at an arbitrary distance from one another. There are at least two reasons for that. Firstly, such scheme will make it possible for any required number of observers to provide the preset control in the situations, where their arrival directly in the place of voting is difficult, dangerous or fundamentally impossible: election in commercial or military ships, temporary isolation of voting station because of a natural disaster or military operations and the like. Secondly, if remote access is used, then control will not be limited to exclusively local group of observers. If, for instance, a disputable or conflict situation arises, observers from any area of the country and any authorized organization can immediately become engaged in the control process. At the same time, transmission of data via communication line carries a threat of unauthorized access to such line and malicious distortion of information. In view of the said circumstances, using quantum cryptography becomes necessary in order to implement the principle of secret sharing, because schemes based on quantum technology conceptually possess a property of "alerting" the receiving party of that the system is tampered. The cryptographic protection design of the domestic electoral process automation system based on quantum technology is also justified by the necessity to provide information security of the specialized government authorities of Ukraine. This follows from the fact that for the time being, with exception of Vernam cipher (one-time pad) all existing classical (non-quantum) encryption systems have only computational security. On the other hand, some quantum cryptography protocols are, essentially, a quantum equivalent of one-time pad and cannot be broken by cryptanalysis, however large is the computational power available to the adverse party. This being the case, quantum cryptosystems are free from the shortcomings inherent to Vernam cipher, which seriously limit its
practical use. Use of quantum cryptography scheme in election automation systems has not yet been described in literature and, in this regard, the concept proposed in this report is novel.

HBB99 protocol [1] is the most commonly known implementation of quantum secret sharing. However, the solution proposed in [1] does not allow secret sharing among more than 4 parties that is unacceptable in the case at hand. Scheme [2], which allows expanding the secret sharing capability to an arbitrary number of parties, was proposed later based on HBB99 protocol. The principle of scheme [2] is as follows. Several parties $n$ wish to use the secret sharing procedure. With this in mind, a sequence of $n$-qubit Greenberger–Horne–Zeilinger (GHZ) states is prepared:

$$|\psi\rangle_{\text{GHZ}} = \frac{1}{\sqrt{2}}(|000 \ldots 0\rangle + |111 \ldots 1\rangle)$$  (1)

where states $|0\rangle = |x+\rangle$ and $|1\rangle = |x-\rangle$ are the eigenstates for the case when the photon’s polarization is measured in the rectilinear basis (denoted here as $x$). First, for simplicity’s sake, it is assumed that the number of parties $n$ is 3 (this, essentially, is the HBB99 scheme). One of the parties, which is usually called Alice, keeps one photon of the GHZ triplet, while sending one of the two other photons to each of Bob and Charlie. Then all secret sharing parties (in this simplified case, the names of the three parties are Alice, Bob, and Charlie) randomly choose the polarization measurement basis for one photon available to every party. We should note that such random choice is made independently by each of the parties and is kept secret from the other members of the group. If the measurement is made in the diagonal basis (denoted here as $x$) or circular basis (denoted $y$), the eigenstates are expressed as follows:

$$|0\rangle_x = |x-\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), \quad |1\rangle_x = |x+\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$$  (2)

$$|0\rangle_y = |y+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle), \quad |1\rangle_y = |y-\rangle = \frac{1}{\sqrt{2}}(|0\rangle - i|1\rangle)$$  (3)

On the other hand, eigenstates in rectilinear basis can be expressed in terms of eigenstates in diagonal and circular bases:

$$|0\rangle = \frac{1}{\sqrt{2}}(|0\rangle_x + |1\rangle_y), \quad |1\rangle = \frac{1}{\sqrt{2}}(|0\rangle_x - |1\rangle_y)$$  (4)

$$|0\rangle = \frac{1}{\sqrt{2}}(|0\rangle_y + |1\rangle_x), \quad |1\rangle = -\frac{i}{\sqrt{2}}(|0\rangle_y - |1\rangle_x)$$  (5)

Quantum measurement in diagonal and circular bases can produce values of 0 and 1, depending on polarization. Only a half of the performed measurements can be used for secret recovery procedure because the bases chosen by various parties must coincide that takes place only in 50 percent of all cases if the basis is chosen randomly.

Then the number of secret sharing parties is increased from 3 to an arbitrary number. The set of $n$-qubit GHZ states used for the secret sharing procedure takes the form of sequence $[b_1(j), b_2(j), \ldots, b_i(j), \ldots, b_n(j)]$, where $j$ is used to denote every GHZ state and the subscript denotes the number of the particle in a GHZ state that is possessed by every corresponding party (Alice, Bob and so on). This being the case, it is assumed that when the $i$th party uses a diagonal basis for measurement, $b$ becomes zero $b_i(j) = 0$, and when circular basis is chosen, $b$, accordingly, becomes “1” $b_i(j) = 1$. From equations (4) and (5) it follows that component $|00 \ldots 0\rangle$ is expressed as:
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In turn, component $|11 \ldots 1\rangle$ is written as:

$$|11 \ldots 1\rangle = \prod_{i=1}^{n} \left( \frac{\sqrt{2}}{2} (|0\rangle_{b_i} + |1\rangle_{b_i}) \right)$$  \hspace{1cm} (6)

Due to the reasons described in [2], the case when a circular basis is chosen for measurement by an odd number of parties cannot be used for secret sharing. If, however, the circular basis is chosen by an even number of parties, every GHZ-state is written as:

$$|\psi\rangle_{GHZ} = \frac{1}{\sqrt{2^{n+1}}} \left( \prod_{i=1}^{n} \left( \frac{\sqrt{2}}{2} (|0\rangle_{b_i} + |1\rangle_{b_i}) \right) \pm \prod_{i=1}^{n} \left( \frac{\sqrt{2}}{2} (|0\rangle_{b_i} - |1\rangle_{b_i}) \right) \right)$$  \hspace{1cm} (7)

If the circular basis is chosen by an even number of secret sharing parties, then the result of the qubit state measurement by Alice is unambiguously defined by the measurement results of the other qubits. Therefore, the $n-1$ members of the group other than Alice can unambiguously determine the results of Alice’s measurement by jointly opening the results of their measurements to each other. If, on the other hand, even one member of the group is insufficient to achieve $n-1$ parties, then the secret recovery becomes impossible. In the simplest case, where there are only 3 parties (Alice, Bob and Charlie), when, for instance, the results of quantum measurement are $|100\rangle$ , value 1 of the measurement results for Alice's qubit is calculated using formula:

$$l_{Alice} = l_1 = l_2 \oplus l_3 \oplus 1$$  \hspace{1cm} (9)

In this case $l_1$ and $l_2$ are measurement results of, accordingly, Bob's and Charlie's qubits that have value 0. Generalized formula (9) within the framework of this scheme is applicable to all and only those cases, when the number of the parties, which chosen the circular basis, is $2(2k+1)$, where $k$ is a nonnegative integer and takes the form:

$$l_{Alice} = l_1 = l_2 \oplus l_3 \oplus \ldots \oplus l_n \oplus 1$$  \hspace{1cm} (10)

On the other hand, for cases where the number of the members of the group, which performed their measurements in the circular basis, is $4k$, the computation is made using formula:

$$l_{Alice} = l_1 = l_2 \oplus l_3 \oplus \ldots \oplus l_n$$  \hspace{1cm} (11)

Therefore, if secret sharing is required for $n$ parties with subsequent secret recovery (for instance, classical bit sequences) by a subgroup of $n-1$ members of the original group, it is sufficient to perform the following steps: a) the party originally possessing the secret (in this case, Alice) prepares the GHZ-state of $n$ objects of microworld (as a rule, photons) in, which can be used technologically for the purposes of quantum cryptography; b) Alice keeps one particle (one qubit of quantum information) and sends the rest of the particles of the GHZ-state to the other $n-1$ members of the group, one photon for each party; c) each of the parties randomly and independently of the other members of the group chooses one of the two possible measurement bases (diagonal or circular) of the quantum state of the particle it possesses; then the quantum measurement procedure is conducted and both as the result of the measurement (0 or 1) and the chosen bases are saved; d) steps a)-c) are repeated as many times as required to allow the encoding, so that, the
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number of measurements must be at least 2 times higher than the number of classical bits in the sequence, because a half of the measurements cannot be used for secret recovery; e) after step d) is completed, every party sends Alice using a classical communication line information on the basis (diagonal or circular), which was chosen for the measurements; Alice counts the measurements made using the circular basis and informs the parties that this round of measurements is useless (when the number of parties, which chose the circular basis is odd) or communicates the parties the necessity to save more measurement results and the multiple of the even number of measurements in the circular basis \((2(2k+1)\) or \(4k\)) while number \(k\) is not disclosed; Alice asks that a part of the measurement results should be sent her in the course of encoding in order to check for wiretapping, because if there are 50% useless measurement results, then a conclusion on can be made that no wiretapping occurred, while the percentage of useless results fluctuating around 75% gives every reason to believe that the information is intercepted and completely invalidate the results obtained after the last secure transmission of data. The classical bit strings checked for wiretapping can be recovered jointly by \(n-1\) parties.

We propose the following design of a secret sharing system within the framework of automation and measures to provide comprehensive electoral process security (Fig. 1). The secret must be initially generated by the automatic device without human participation. In the course of preparing for the election and before its commencement, such device must be checked by a commission, which must include engineers specializing in information protection.

![Diagram of information security scheme](image_url)

**Fig. 1. Information Security Scheme of Vote Count Procedure based on Quantum Secret Sharing**

Then the said device (“automatic Alice”) must be sealed. A secret can be generated as many times as needed and then sent to three blocking devices: devices blocking physical access to vote scanner at the voting station, devices blocking access to the medium recording the vote count by the members of electoral commissions (remote from the voting station) and the device blocking remote access of the members of the commission to the server of the interregional electoral body. The secret must be transmitted via communication lines with quantum cryptography (preferably), for instance, by quantum secure direct communication protocol or after...
encryption using classical cryptography. The vote scanner must be observed by mutually checking video cameras from three points. This being the case, information from the video cameras must also be transmitted ciphered in order to prevent malicious distortion of video surveillance results in the communication line. Encryption can be performed by methods of quantum and classical cryptography.

Once the voting is completed and before the ballot box is deblocked, the remote observers and the members of the commission must make sure that exclusively authorized persons are in the voting station premises and the box and the blocking device have no physical damage. If the video surveillance data show that the vote count can be started, the secret sharing parties issue a signal to the access control device. Then, in the course of vote count (using an electronic scanner or visually using video cameras) the members of the commission record the data from every ballot using the special device. Every such recording is possible only if all members of the commission agree to it: if they do, they will jointly deblock the recording device every time. The data from the remote voting station (population center, military or commercial ship) are transmitted optically via geosynchronous satellite. In case of adverse weather conditions, which exist for a long time, the transmission must be made via a backup fiber-optic landline. For sea ships such transmission can be done via a government communication station of a consulate in the nearest port.

In addition to mutual control during vote count, the system also provides the members of the commission with remote access to the server of interregional electoral body. Such access can also be provided exclusively on a mutual basis and controlled by the secret sharing system.

Conclusions

The system of mutual and remote access of the members of electoral commissions and international observers to the media used in the course of electoral process can significantly improve the efficiency of vote count performance. On the other hand, in order to ensure the required level of information security in view of the risk that information can be intercepted in communication lines, it is helpful and necessary to use such quantum cryptography instruments as secret sharing technology.
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INTEGER REPRESENTATION WITH DELAYED CARRY

Performance improving of cryptographic transformations with public key is actual problem. Performance improving of operations on integers is a potential solution to this problem. Authors propose DCF representation of integers in which the number is split into machine words, where each word has information block and carry block.

Modern society is inconceivable without information and telecommunication systems. The greatest growth of information is observed in industry, commerce, finance, banking, educational and scientific fields. Information is one of the main factor that determines the development of technology and resources in general. Therefore, problem of data privacy and protection of personal information becomes very important. Development of information security systems aimed to solve this system. Public key cryptographic operations are the basis of modern information security systems and they are used in a wide range of networking protocols to provide authentication, non-repudiation, digital signature and private-key exchange. Public-key operations are some of the most computationally intensive functions occurring in cryptography. Therefore, improving performance of public-key operations is an urgent problem.

Public-key operations are based on mathematical problems, which currently admit no efficient solution that are inherent in certain integer factorization, discrete logarithm, and elliptic curve relationships [1]. In most of these tasks operations on integers are used. So, it is proposed to improve performance of cryptographic operations with public key by increasing the productivity of operations on integers. Improvement of representation of integers is one of the ways to improve the performance of operations on integers, because it allows further algorithms modifying on them.

There are many representations of integers that can be divided into positional and nonpositional [2]. Each representation is strictly oriented to perform specific tasks in modern cryptography. In normal representation, integers in field \( \text{GF}(p) \) are represented by binary vector with length \( l \) (an array of machine words with binary length \( w \)):

\[
b_{l-1}2^{l-1} + b_{l-2}2^{l-2} + \ldots + b_12^1 + b_0 = a_{n-1}2^{(n-1)w} + a_{n-2}2^{(n-2)w} + \ldots + a_12^w + a_0,
\]

where \( n = \left\lceil \frac{l}{w} \right\rceil \) - number of machine words needed for representation of binary number length \( l \); \( b_j \) - binary coefficients; \( a_j \) - machine words with length \( w \). In
Non-adjacent form (NAF) [4], binary number $b_l \cdot 2^{l-1} + b_{l-2} \cdot 2^{l-2} + \ldots + b_2 \cdot 2^1 + b_0$ is given by

$$ b_l \cdot 2^{l-1} + b_{l-2} \cdot 2^{l-2} + \ldots + b_2 \cdot 2^1 + b_0 = a_{n-1} 2^{(k-1)} + a_{n-2} 2^{(k-2)} + \ldots + a_2 + a_0, $$

where $k$ – number of coefficients $a_j$ needed to represent binary number length $l$; $b_j$ – binary coefficients; $a_j \in \{-1, 0, 1\}$ - coefficients. This list is intended to illustrate the diversity of approaches and can be expanded significantly, but the analysis of various representations of integers is out of the scope of this paper.

Despite the widespread use of the described representations of integers, they are not without some drawbacks, among them – the low efficiency of the implementation on modern microprocessors. All above representations provide carry or loan operations, which is extremely inefficient implemented by modern processors, because not conform the pairing instructions conditions. Significant performance increase in operations on integers can be achieved by delaying higher to lower bit carry operations and delaying lower to higher bit loan operations.

Propose a new integers representation, so-called DCF (Delayed Carry Form) representation with delayed carry [3], Fig. 1. Number $a = d_{DCF}$ in the DCF is a sequence of machine words $d^{DCF} = [d_{n-1}, \ldots, d_1, d_0]$, $w$-bits length, such that each machine word $d^{(w)}_j = a^{(r)}_j \parallel a^{(v)}_j$, where $r$ – length in bits of carry for $a^{(r)}_j$ and $v$ – length in bits of number $a^{(v)}_j$. In DCF-representation, number $a$ with binary length $l$ in $n$ blocks with length $v$ bits, will contain $n \cdot r$-bits of redundant information used for carries.

![Fig. 1. DCF representation of integer](image)

CPU operates integers in DCF representation as machine word, in which some bits are allocated for carry accumulation and some bits are allocated directly to store the number itself. CPU operations on machine word that contain carries are straightforward.

To convert an integer into DCF representation, you need to reserve (reset) $r$-bits for carry block $a^{(r)}_j$ in the $w$-bit machine word $d^{(w)}_j$. The remaining $v$-bits are filled with bits of integer in a continuous binary form, Fig. 2.
Efficient program implementation depends on the partition of the \( w \)-bits machine word per \( r \)-bit carry block and \( v \)-bit information block.

Length ratio of carry and information block affects saved carry and loans amount, redundancy of integer representations and performance.

Number of bits \( r \) allocated for storing carry should be determined for performance reasons. Alignment of one, two or more bytes is chosen on the grounds of maximum possible storage for carry. Thus, it is necessary to allocate one byte for storage carries in range \( \{-127, 128\} \), which may store 128 results of addition and 127 results of subtraction operations, or 255 addition / subtraction operations.

Using this approach, there is redundancy of the DCF representation of integers, through the allocation of \( r \) bits in each machine word for carry or loan.

Analytical assessment of redundancy can be done as

\[
R(d_{DCF}) = \left[ w \cdot n \left( \frac{w}{w-r} - 1 \right) \right] \quad \text{or} \quad R(d_{DCF}) = \left[ w \cdot n \left( \frac{w}{r} - 1 \right) \right],
\]

where \( n \) count of machine words.

Table 1 shows the evaluation of redundancy in bytes for DCF-representations of machine words with different carry block sizes.

<table>
<thead>
<tr>
<th>Size of carry block, bits</th>
<th>Possibility of usage</th>
<th>Redundancy, bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w = 32 ) bit</td>
<td>( w = 64 ) bit</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>16</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>24</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>32</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Signs “+” marks words length that support the carry blocks with given size in bits.

Feature of the proposed DCF-representation of integers is absence of necessity of accounting of carries and loans, that allows eliminating extra assignment operations and checks while implementation on high-level languages, as
well as eliminating analysis of the flags register for carry possibility. In turn, this leads to increasing efficiency of software implementation on superscalar CPU architecture and capabilities of modern compilers for branch prediction, parallel execution of instructions, loop unrolling, etc.

Considering the specialty of DCF-arithmetic when the order of addition and subtraction of integers on the machine word is not important, it is possible to parallel processing of addition and subtraction of the corresponding words.

Possible to use various parallelization techniques, such as OpenMP multithreading technology, or NVIDIA CUDA technology performing each operation in a separate thread, Fig. 3.

Fig. 3. Threading model based on NVIDIA CUDA technology

Conclusions

Proposes a new representation of integers with a delayed carry (DCF), for solving the problem of increasing the productivity of cryptographic transformations with public key.

The possibility of using different technologies parallelization software implementation of algorithms for arithmetic operations DCF numbers was shown.
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DYNAMIC ONTOLOGY OF AIR TRAFFIC MANAGEMENT SYSTEMS: NETWORKING AND MODELING

Ontology of air traffic management systems as complex network structures has been proposed. The ontology provides studies and practice with detailed description of the phenomenon within the domain. Pertinent complex networks based on top level ontology promote effective robustness analysis of the systems.

Contemporary approaches to air transport organization are based on Global Air Traffic Management Operational Concept (Doc 9854), developed at the meetings of the International Civil Aviation Organization ICAO. In the concept a statement of a comprehensive Air Traffic Management (ATM) system is declared as its principle is up to and beyond 2025. The goals of evolutionary development and improvement of the ATM system depend directly on the ability of ATM community to define the expected performances clearly, to establish appropriate time frame, and to set realistic goals and make changes in an economical manner, taking into account the available opportunities at any given time throughout the planning period [1].

The ATM system is a class of information systems. In turn, aviation security is a class of information security subsystems. Modern information systems according to [2] increasingly are voluminous entities of interacting actors of different nature – conscious and unconscious ones, to form non-trivial organizational and technological structures. Any information system in conjunction with information security component and its environment, as well as pertinent threats forms complex meta-system that apply meta-language which is able to find means of making decisions when necessary improvements cannot be made [3]. Clearly component, functional and structural complexities of such systems might be a main cause of concomitant destabilizing factors.

Building ontology of the ATM system promotes in performance the next tasks:
1. Constructing a transparent understanding of the structure of information.
2. Reusability of domain knowledge.
3. Setting of boundaries in the subject area.
4. Distinction between domain knowledge and operational knowledge.
5. Reduction of creating fragmentary information security policies that do not cover the whole ATM system and emergence of different interpretations of same terms [4,5].

When one creates a Top-Level Ontology (TLO) it is always a question is asked what concepts and approaches for the construction are to be built on. So, John Owl ontology [6] implements a philosophical approach to identification of basic

Certainly, the approaches and concepts for TLO should be flexible, able to describe a variety of phenomena and semantic details of diverse domains.

Most developers and researchers of ontology as a specification of limited use language concepts – or philosophical basic terms (essence, matter, space), or linguistic structures (actor, role, action, process). However, it is possible to use concepts from other models and theories that have broader semantic features (in particular the theory of complex networks).

To construct a dynamic meta-ontology and its provision it seemed reasonable to use such tools as complex networks. Network models significantly enrich domain of information security if compare with the description, performed on the basis of component or functional analysis. The work [8] demonstrates how complex networks might be applied to classify vulnerabilities with effective risk prediction and threat analysis.

ATM system and its subsystem of Air Traffic Control (ATC), might be treated as a network structure, working in line with complex network nature. The approach [9] aimed to represent the ATC subsystem as multi-directed graph which conceptually forms a composite network. Central information actors of the composite network are a air traffic controller (officer) and the airline transport pilot. The composite network is built on management of actor’s interactions. The resulting structure is analyzed using metrics network. All instances of the ontology (flying control officer, airline transport pilot, flight radio support tools, etc.), and all layers has attributes. For example, all equipment nodes of an Air Traffic Control Center have a high centrality value. If destructed those will cause changes in all instances of other concepts and all metrics in all layers are to be recalculated. Thus, one can monitor the role of nodes in a network to identify the most vulnerable areas, to predict attacks, and to assess cross-impact of diverse network layers. Centrality is a network metric and an attribute of a particular node “importance” both (Degree centrality of a node is determined by the number of its connections).

The technique of complex networks as specification language provides a high expression level of the ontology, i.e., level of detailing of concept description included in the ontology. Mainly this is due to instrumental richness of calculations, visualizations and descriptions of complex networks with metrics (centralities, intermediations, clustering coefficients, etc.) and models (composite, multiplex, classic ones). Complex networks promote description of multilayer structures with a large number of elements in textual and visual forms both. While visualizing a selected network model, some structural features – patterns, hubs, patterns and motifs – become visible and transparent.

An Applied security ontology has been built on the basis of top-level Ontology for ATM. The former has significant advantages if compare with ontology, formed on the basis of a TLO which uses limited linguistic concepts and approaches for a specification language. Principles of complex networks are the axioms for ontology. These define basic statements, structure and scope of the ontology. Composite network as a kind of complex networks is a main parent concept in this applied ontology. The network consists of several
interconnected layers. Each layer might be considered separately as a classic complex network. The concept “layer” is a parent and a child both for concepts “link” and “node”. Legal, organizational, technical and social strata are instances of the concept “layer”. The instances of concepts “link” and “node” might be represented by only one mapping for simplification.

While working with applied security ontology it is constructed as follows. For example, one intends to raise the level of aviation security. Then, for description of the domain it is necessary to select a stem (multiplex) network model from the top-level ontology. Finally a selected piece of the study is represented with a stem network with multiple layers. Each layer is considered as a single classic complex network.

By utilization of stem network models the next opportunities become available:

1. Analysis and evaluation of the effects of destruction of a single node (e.g., the Control Tower), that affects both on the network to which it, the node, belongs (air), but also on other interconnected networks.
2. Simulation of scenarios of aggregate attacks.
3. Identification of hidden (“latent”) processes, including covered threats by analyzing the existence of patterns and specific stable structures (these structures presents in networks stable typical combinations of nodes and links).
4. Identifying the most important (from a security standpoint) nodes of a network by calculating “sensitive” metrics.
5. Finding vulnerabilities of a network.
6. Search specific structural entities at the national and international levels.

It seems to take into account integrate «Swiss Cheese» model of accidents[10] as Prerequisite to building an applied aviation security ontology. According to the model it is recognized that “accidents in complex systems occur through the concatenation of multiple factors, where each may be necessary but where they are only jointly sufficient to produce the accident”. Since the complex systems, such as aviation ones, possess extremely strong protection on several levels, internal, single isolated failures rarely bring to serious consequences in the systems. Technical failures in equipment or operational errors never cause destructions in security protection unit, but rather serve as triggering events. Violations of security barriers and destruction of safety structures are only delayed consequences of decisions taken at the highest levels of a system. These do not become apparent until their impact or potential disruption will not be initiated by the confluence of specific operational circumstances. Under these specific circumstances, human error or active failures at the operational level act as triggers for latent conditions that lead to violations inherent for the protection system.

In concept, that nominated by the model [11], all accidents involve a combination of active and latent conditions.

It is of sense to consider the following special case of applied aviation security ontology of Air Traffic Control subsystem under at external destabilizing actions. An air traffic controller, located in a Control Center (Control Tower), supports radio exchange with an airline transport pilot on the aircraft. An attacker using his radio equipment tries to seize control of the air traffic controller tasks, and
intend to suppress the radio signal between the ATC center and the aircraft. By using the principles outlined above, one can construct a simplified composite network that covers only part of the ontology with two layers: organizational and technical ones.

Fig. Applied aviation security ontology of Air Traffic Control system

Fig. shows the resulting security ontology subsystem ontology security subsystem controllers, where blue objects (1 – Security service, 2 – Air traffic controller, 3 – Airline transport pilot, 4 – Malefactor) belong to the organizational layer, and red objects (5 – ATC Center-Control Tower, 6 – Control tower radio station, 7 – Aircraft radio station, 8 – Malefactor radio equipment) are included into the technical layer.

Conclusions

The developed meta-ontology of ATM systems, and in particular the Applied aviation security ontology of Air Traffic Control system allows to:
1. Describe in details phenomena of this domain with a visual rendering.
2. Generate portable system.
3. Design and implement effective security policies, taking into account the vast range of possible factors that might be differentiated in accordance with the tasks presented in an organized, consistent manner.
4. Ensure a common comprehensive understanding of the security policies of all actors in the information society.
5. Perform effective classification of vulnerabilities, simulate threat scenarios and evaluate risks.
6. Simulate scenarios of complex combined attacks.
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7. Suggest ideologies, practices, models and approaches understandable to diverse experts and officers (control sector, management etc).
8. Identify specific structural entities at the national and international levels.
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Comparative Analysis of Methods of Post-Quantum Cryptography Based on Lattice Theory

In work made the analysis of post-quantum methods of information protection, based on the theory of lattice. This is the characteristics of the main directions of the development of post-quantum cryptography based on lattice theory, analyzed advantages and disadvantages.

The systems of asymmetric encryption underlie a multitude of encryption (PGP, S/MIME), and network protocols (SSL, TLS, SSH and others), as well as an electronic digital signature protocols and in the systems of organization of the network infrastructure.

At the moment, the widely used asymmetric encryption system, based on two types of problems of the theory of numbers are: tasks of factorization of integers; tasks of discrete logarithm. Inversion of these tasks was considered impossible for a reasonable time due to the lack of a polynomial time algorithm execution. Since the second half of the 90-ies of 20th century, begins a period of "Quantum revolution" in the theory of algorithms.

In 1995 Peter Shor showed polynomial algorithms of conversion described above problems on quantum computers [1], thereby defining the period of existence of the systems to the emergence of quantum calculators sufficient dimensionality. Zhuan experiment in 2001 demonstrated the performance of shor's factorization algorithm for number 15 on 7-cubic hybrid quantum computer, built out of $10^{18}$-molecules consisting of five fluorine atoms and two carbon atoms, with a record of using radio signals and for reading techniques of nuclear magnetic resonance.

In 1996, Grover demonstrated the General method of searching the database with the complexity of $O(\sqrt{N})$ that allows us to implement decoding of symmetric encryption algorithms, equivalent to the double reduction key cipher [2]. In practice, the work of the algorithm was tested on 2 cubic quantum computer.

In 1997 was presented to the algorithm of Brassard- Høyer-Tappa, based on the algorithm of grower, which implements the search function hash collisions with the complexity $O(\frac{N}{\sqrt{r}})$ where $N$ -power space busting, and $r$ is the number of prototypes hash-functions on one image [3].

Thus, all types used in practice, asymmetric encryption systems, as well as key stage encryption-hashing ceased to be difficult to reverse. Need to search crypto-stable to quantum computers, tasks for post-quantum era.

Today, quantum computer can destroy most if not all traditional cryptosystems that are used in practice, namely, all the systems on the basis of factorization of integers (e.g. RSA) or discrete task logarithm (both traditional and on elliptic curves Diffie-Hellman and DSA; as well as the entire cryptography based
on pairing). Although there are mechanisms of classical cryptography, which are not exposed to the action of quantum computers. Some of the classic crypto schemes, based on computationally-demanding tasks differ from the above and much more difficult to solve, they remain independent of quantum computing. The term "post-quantum cryptography" was proposed by Dr. Bernstein and has already become a universally accepted in cryptographic literature. It represents the part of cryptography that remained after the emergence of quantum computers and quantum attacks.

Till nowadays offered many quantum technologies protect information that differ in both the main principles laid at their base, and the degree of their reliability, as well as the methods of practical implementation. However, classical Cryptography (post quantum) continues its development in cryptography, based on the theory of lattice and cryptosystems-based syndromes. The aim is to analyze the methods of post-quantum cryptography based on lattice theory, the definition of their advantages and disadvantages.

In 1996 the Hungarian mathematician Miklos Ajtai IBM researcher in his work [4] showed that [5]: maybe, it is possible to build a one-way function based on SVP-assignments, on the basis of grid, find a shortest nonzero vector (shortest vector problem, SVP); later researchers have improved the result of the one-way function with a secret (trapdoor function) – variant of one-way functions, fast spinning (compared to the speed of getting the image functions) in the presence of the additional information; cashing in the probabilistic version of the knapsack problem, SVP has no probabilistic to polynomial algorithm solution, that is not investigated quantum computers in polynomial time; among the class of NP-problems, SVP-problem is the most difficult, is NP-complete.

The results of Ajtai, as well as unsuccessful attempts to implement quantum algorithms solving lattice theory, by analogy with proposed by Shor in 1987, effective multi block reduction supplement [6] to the polynomial algorithm for L3 or LLL [7] Lenstra, Lenstra and Lovas, allowing approximately solve the SVP and close to them, problems with arbitrarily specified precision, made these problems most likely contenders for the realization of crypto-stable in quantum encryption systems.

All cryptographic systems theory of the lattice can be divided into two types: 1. Who have clearly proved crypto-stable, but not effective at runtime of the algorithm of encryption/decryption and/or characterized by the rapid growth of public and private keys from the key parameters of encryption, such as the dimension of the lattice. Such systems include encryption, cryptography based on: SVP, uSVP, SIVP tasks; 2. Effective time encryption/decryption and costs on storage of open and private keys that do not have clearly proven crypto-stable. To such systems of adopted classification system, based on some partial in parametric sense cases lattice theory problems or based on lattice of cycling that forms their basis. These include NTRU (Draft standard of IEEE 1363.1) encryption [8].

NTRU encryption system based on task NTRU Convolution modular lattice (NTRU Convolution modular lattice, NTRU CML), which is a special case of CVP-tasks. Basis of encryption is the convolution operation on the ring of modular
polynomials (with integer coefficients). Under the cover of polynomials in this case understand their multiplication, with a given rule convolution \( x' = i \) where = const.

Today, this system has received the most applications among all systems of encryption based on lattice theory. The reason for this is the high performance of the algorithm, combined with the small size of the public and private keys [9]. The main disadvantage of NTRU encryption is the lack of a theoretical substantiation of the crypto-stable [9] score is experimental, based on the fastest variant of the algorithm of reduction of lattice-block algorithm Korkina-Zolotareva (block BKZ-Korkin, Zolotarev-LLL).

One of the most researched systems encryption based on lattice theory problems have encryption Ajtai-Dvorka (Ajtai-Dwork) is devoid of errors decoding the message, Goldwasser, Goldwasser and Halevi (GGH) [10]-ADGGH uSVP-based tasks. The main disadvantage of system encryption ADGGH, is the rapid increase in the size of the public and private keys, depending on the dimension of the lattice basis [9], which complicates the practical application of this system.

Asymmetric encryption Regev (Regev_05) based on LWE-problem with clear proof of crypto-stable and combines a relatively high speed encryption/decryption, and relatively small public and private keys [9].

<table>
<thead>
<tr>
<th>System encryption</th>
<th>Cryptic stability</th>
<th>Difficulty of setting</th>
<th>Encryption, decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADGGH</td>
<td>( O(n^{1.5}) - ) uSVP</td>
<td>( O(N^3 \log N) ) ( O(N^2) ) ( \approx O(n^{68.0}), \ c &lt; 3 )</td>
<td></td>
</tr>
<tr>
<td>Regev_05</td>
<td>( \tilde{O}(n^{1.5}) - ) SVP</td>
<td>( O(N^2 \log^2 N) ) ( O(N \log N) ) ( \tilde{O}(n) )</td>
<td></td>
</tr>
<tr>
<td>Gentry_mrf</td>
<td>( 2^{-k} - ) SIVP</td>
<td>( \tilde{O}(k^{1.5}) ) ( \tilde{O}(k) ) ( \tilde{O}(k^2) )</td>
<td></td>
</tr>
<tr>
<td>NTRU</td>
<td>( 10^{6.62}e^{-2.5 \times \text{sec}} )</td>
<td>( \approx \frac{1}{2} N \log_2 \frac{N}{3} ) ( \approx \frac{N(n-k) \log_2 \frac{N}{4}}{2n \log_2 q} ) ( O(n^2) )</td>
<td></td>
</tr>
</tbody>
</table>

where \( n \) – the size of the grid \( N \) – volume basis grid in bits, \( k \) – the level of security at bits regarding symmetrical encryption algorithm, \( p \) – small module \( q \) – a great module.

In June 2009, Craig Gentry [12] demonstrated implementation of honorific encryption on perfect lattice [9] for the operations of addition and multiplication (Gentry_mrf). Honorific encryption provides a homomorphism on some operations between source data and encrypted information. This type of encryption allows us to implement the processing of encrypted data (search by fields) without the need for their complete transcripts, which ensures the confidentiality of information stored on remote servers, including when exchanging data through a non-secure channel Internet. Hypothesis about the possibility honorific encryption was proposed by Ronald Linn Rivest, a quarter of a century after futile attempts at implementation, he suggested a fundamental inability to construct such systems.

1.11.21
In work the analysis of post-quantum methods of information protection, based on the theory of lattice. This characterization of the main directions of the development of post-quantum cryptography based on lattice theory, analyzed advantages and disadvantages.

The analysis of existing methods of post-quantum cryptography showed that to implement in real cryptic systems, still need to resolve a number of problems of technological nature. Also, the removal of the existing contradictions "crypto-stable theoretically" and "empirically effective" between systems of asymmetric encryption based on lattice theory problems, opens a promising direction in fundamental and applied mathematical research in the field of post-quantum cryptography.
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ADAPTIVE MECHANISMS USING IN INFORMATION RESOURCES SECURITY SYSTEMS

For organizations that operate in a competitive environment that is changing, it is necessary to use adaptive approach to solving the problem of protecting of the information resources. The using of the adaptive mechanisms can determine the impact of external and internal factors on the efficiency of the operation SSIR, identify flaws in its projection.

Today there are many information systems that are constantly changing, their resources improve, they are growing in scale and become more complicate in its structure. Accordingly, the number of vulnerabilities and the impact of threats increases. Therefore, it is necessary to use adaptive protection, which allows maintaining of a certain level of protection of resources in terms of changes of conditions of operation of the system, on the one hand, and flexibility of requirements of protection - on the other.

In modern publications about developing of effective methods of the projection of security systems it is often recommended to use relatively inexpensive ways and means of providing safety to minimize the total damage for violations of safety and reduce the cost of implementing of SSIR. This approach is effective only for small enterprises. It is necessary to use an adaptive approach to solving the problem of protecting information resources (IR) for large organizations that operate in a competitive environment that is changing.

Security tools must constantly improve and develop, so the problem of constructing of adaptive SSIR is relevant. In this regard, the aim of this work is to study the characteristics of the use of adaptive mechanisms to improve the functioning of the security systems of information resources (SSIR).

The adaptation process is an adaptation to the current conditions. The higher the level of adaptation, the more reliable system is, the higher the degree of its survival and effectiveness. Features and properties are formed during the adaptation that are most beneficial and through which the system can exist in a particular environment.

The peculiarity of adaptive SSIR is using of adaptive mechanisms that provide solutions of a number of interrelated tasks: gathering and analyzing information about the state of the system; assessment of the environment; taking a decision about the necessity of using of protective measures; choice of control parameters; synthesis schemes of adaptation and implementation of its mechanisms; determination of the effectiveness of the security system.

Using an adaptive approach to building a SSIR, it is necessary to follow the sequence of actions (Fig.1):
1. The acquisition and analysis of the information about the state of the system.
3. Forming of the matrices of adaptive expertise and on their basis establishment of initial systems of fuzzy rules and classifiers [1].
4. Classification of security threats (ST) and remedies. A set of threats to the system is formed, finding of the vulnerabilities of its resources. In expanding of the set known as ST it is necessary to classify them with the following adaptation of the information fields by studying fuzzy systems. Changing of the set ST will be accompanied by the correction or extension of the system of fuzzy rules. Means of security of IR with due regard for their orientation are also selected. Requirements for their effectiveness can vary significantly in relation to the decision of the specific problem of protection [2].
5. Preliminary statistical analysis, obtaining of the control indices, regularities.
6. Establishing of the systems of fuzzy rules. Matrices of adaptive peer reviews are formed, initial systems of fuzzy rules are based on their basis. Knowing the fuzzy meanings and membership function of the coefficient of the danger ST, it is possible to take into consideration of the probability of realization of ST.
7. Construction of the model SSIR.
8. Transfer of the experience of the adaptive SSIR regarding to security policy.
9. Adapting system. The adaptation process is associated with the solving the classification task, which leads to increased information field known as ST. The adaptation process is also associated with the training of fuzzy systems that adequately modifies system of fuzzy predicate rules, assigns to the conformity known as ST means of protection IR.
10. The correction of the matrices of initial estimates and systems of fuzzy rules according to the results of adaptation.
11. The formulation of the new fuzzy rules in the case of expansion of classification, development of specifications to create new means of security.
12. Formation of the complex of security evaluation. Security evaluation of the IR is the process of establishing correspondence between the security result and the desired goal. Expert assessment of the reliability of neutralizing known ST known means and potential losses is formed, arising from the experience of experts. Loss from sale of ST in SSIR should be measured in relative values. Calculation of the potential loss is held for a certain period of time, taking into account the frequency of activation of the ST [3]. Security evaluation of the IR is held on the basis of comparison of the indicator of regulatory protection and value-based comparison of information security without using and in conditions of using set of effective tools.
13. Systems effectiveness evaluation. To evaluate the adaptive mechanisms and of the evaluation and ranking are used.
Adaptive assessment mechanism generates a quantitative assessment of the efficiency of the SSIR by determining the degree of accomplishment of the adaptive regulations that regulate its operation. On the basis of this regulation and the actual state with the help of the procedure of adaptive normalization adaptive norm of the estimate for the next period is formed. Further evaluation procedure by comparing
the state with the norm quantitative evaluation of the SSIR is determined by quantification of the efficiency

Ranked adaptive mechanism generates a qualitative evaluation, comparing the resulting estimated in an adaptive assessment mechanism with adaptive norm. With the help of the normalization procedure the adaptive norm of the ranking is formed and ranking procedure let to determine the rank. The use of adaptive assessment mechanisms and ranking can consistently identify quantitative and qualitative evaluations. State is compared with the norm and evaluation is defined. Then, on the base of the evaluation the norm of ranking is corrected that is used to determine rank.

Adaptability of the mechanism is provided with the continuous evaluation norms and norms ranking. Adaptive assessment mechanisms and ranking are relating to the intellectual mechanisms of the functioning system with possibilities multi-tiered setup and decision-making in conditions of fuzzy or quality teams.

Conclusions

Thus, the use of adaptive mechanisms makes it possible to determine the impact of the adaptive mechanisms makes it possible to determine the impact of objective and subjective, external and internal factors on the efficiency of the operation SSIR, allows detect flaws in its design, diagnose the state of SSIR and development for the future.
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BASIC CRITERIA OF CERT’S WORKING EFFICIENCY

This paper shows the need to assess the effectiveness of the CERT. Introduced basic performance indicators for the CERT. Using indicators will enable: make quick management decisions, evaluate the qualification level of CERT, etc. In addition, by influencing the actions of professionals CERT and their correction can improve information security of the individual and the state as a whole.

One of the important stages of information security is the management of information security incidents [1]. According to [2], there are many approaches to defining incident classification and separation from other related concepts (e.g., event security incident, the incident safety cyber incident, etc.). Today there are functioning teams that respond to computer emergencies (CERT). According to [3], there are 284 of them from 61 countries. As it was shown by the analysis, evaluation of the effectiveness of the CERT has been overlooked, and because of the performance of these commands depends IB as an organization, and the state as a whole. Given this assessment of CERT is extremely relevant scientific and technical challenge.

The purpose of this work is to introduce basic working efficiency of cyber incidents responding teams.

Given in [4,5], each reference to CERT - Z_j, where j is a serial number handling, should be described by the set of parameters:

\[ Z_j \in \{ I_j, T_{sett}^j, T_{rod}^j, K_{sett}^j, K_{rod}^j, \Pi_j^j, P_{rod}^j, C_{rod}^j, TP_{rod}^j, TB_{rod}^j, TP_{rod}^j, \} \]

Table 1 shows the parameters of appeals received by the CERT, their descriptions and possible values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Possible values</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_j</td>
<td>incident or request for services</td>
<td>1-incident 0-request</td>
</tr>
<tr>
<td>T_{sett}</td>
<td>opening</td>
<td>time, date</td>
</tr>
<tr>
<td>T_{rod}</td>
<td>closing</td>
<td>time, date</td>
</tr>
<tr>
<td>K_{sett}</td>
<td>primary category</td>
<td>1,2,3…n - category</td>
</tr>
<tr>
<td>K_{rod}</td>
<td>final category</td>
<td>1,2,3…n - category</td>
</tr>
<tr>
<td>\Pi_j</td>
<td>priority</td>
<td>1,2,3…n - category</td>
</tr>
<tr>
<td>P_{rod}</td>
<td>final level of solution</td>
<td>1,2,3,4 - levels</td>
</tr>
<tr>
<td>C_{rod}</td>
<td>condition</td>
<td>0-opened, 1-closed</td>
</tr>
<tr>
<td>TP_{rod}</td>
<td>duration of consideration at the n-level</td>
<td>time, date</td>
</tr>
<tr>
<td>TB_{rod}</td>
<td>duration of the solution at the n-level</td>
<td>time, date</td>
</tr>
<tr>
<td>K_{rod}</td>
<td>incorrect assignment</td>
<td>units</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$O_{	ext{rate}}$</th>
<th>customer rating</th>
<th>0,1,2,3,4,5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{	ext{rate}}$</td>
<td>solution proactively</td>
<td>1-yes, 0-no</td>
</tr>
<tr>
<td>$B_{	ext{rs}}$</td>
<td>response measures price allotted time for</td>
<td>USD</td>
</tr>
<tr>
<td>$T_{	ext{init}}$</td>
<td>allotted time for decision in accordance with the</td>
<td>time, date</td>
</tr>
</tbody>
</table>

The proposed criteria to evaluate the CERT’s effectiveness for the required period:

1) Total number of referencing:

$$K_{	ext{reqs}} = TS + TN$$

where $TS$ -is the total number of requests for services:

$$TS = \sum_{j=1}^{K_{\text{reqs}}} I_j, \forall Z_j, \text{ for which } I_j = 0,$$

$TN$ is the total number of incidents:

$$TN = \sum_{j=1}^{K_{\text{reqs}}} I_j, \forall Z_j, \text{ for which } I_j = 1.$$  

2) The total number of closed incidents:

$$TN_{\text{end}} = \sum_{j=1}^{K_{\text{reqs}}} I_j, \forall Z_j, \text{ for which } C_j = 1, I_j = 1.$$  

Here is an example. Let’s have 5 incidents, 3 of which are closed, so $TN_{\text{end}} = 3$.  

3) Incidents are resolved at n level of support:

$$Q_{\text{reqs}} = \sum_{j=1}^{K_{\text{reqs}}} I_j, \forall Z_j, \text{ for which } C_j = 1, P_{\text{reqs}} = n \text{ level, } I_j = 1).$$

Let’s suppose that there are 3 closed incidents. The level of resolution of the 1st incident is "3", the 2nd incident- "2", the 3rd incident is "2". Hence, $Q_{\text{reqs}} = 2$ units.

4) The average processing time of the incident at the $n$ level is:

$$T_{\text{reqs}} = \frac{\sum_{j=1}^{TN_{\text{reqs}}} TP_j, I_j = 1}{TN_{n}}$$

Where $TN_{n}$ is the total number of incidents at the $n$ level.

Before CERT’s worker starts solving the incident or its transmission to the next level of support it takes time to review the incident. Let’s suppose that there are 3 incidents. Time for considering the 1st incident on the 2nd level support is 123 s., 2nd incident – 54 s., 3rd incident – 362 s. Thus, $T_{\text{reqs}} = \frac{123 + 54 + 362}{3} = 179.67$ s.

5) Number of incidents incorrectly assigned to CERT’s employees:

1.11.28
\[ Q_{\text{inc}} = \sum_{j=1}^{K_{\text{inc}}} I, \forall Z_j, \text{for which } K^j_{\text{inc}} > 0, \ I^j = 1. \]

Let’s have 3 incidents, 2 of which are incorrectly assigned CERT’s staff, accordingly: \( Q_{\text{inc}} = 2 \) units.

6) Number of closed incidents incorrectly assigned to CERT employees:
\[ Q_{\text{inc}} = \sum_{j=1}^{K_{\text{inc}}} I, \forall Z_j, \text{for which } K^j_{\text{inc}} > 0, C^j_{\text{inc}} = 1, \ I^j = 1. \]

It is calculated as in the previous indicator, the only condition that the incident should be closed.

7) Incidents resolved within a specified time according to priority:
\[ Q_{\text{res}} = \sum_{j=1}^{K_{\text{res}}} I, \forall Z_j, \text{for which } C^j_{\text{res}} = 1, (T^j_{\text{res}} - T^j_{\text{inc}}) \leq T^j_{\text{res}}, \ I^j = 1. \]

Let’s suppose that there are 3 closed incidents with the priority "2". Each incident, according to priority, has allotted time decision. Opening time of the 1st incident is 11:12:30 date 17/05/14, the closing - 12:40:36 date 17/05/14; the opening of the 2nd incident - 12:12:52 date 17/05/14, the closing - 14:10:14 date 17/05/14; the opening of the 3rd incident - 20:50:34 date 17/05/14, closing time - 1:40:43 date 18/05/14. The time allotted for the decision in accordance with the incident priority "2" is 2 hours. = 7200 s. For convenience, we convert in seconds and calculate the time spent on resolving incidents. 1st incident - 5286 s., 2nd incident - 7042 s., 3rd incident - 17408 s. Hence, \( Q_{\text{res}} = 2 \) units.

8) The average time to resolve an incident at the n level of support is:
\[ T_{\text{res}} = \frac{\sum_{j=1}^{T_{\text{res}}} T^j_{\text{res}}, I^j = 1}{T_{\text{res}}}. \]

Let’s suppose, 3 incidents are resolved at the 1st level. The duration of the first solution is 4625 s., second – 8569 s., third – 4563 s. Hence \( T_{\text{res}} = \frac{4625+7569+5563}{3} = 5919 \) s.

9) Average time addressing the incident:
\[ T_{\text{res}} = \frac{\sum_{j=1}^{T_{\text{res}}} (T^j_{\text{res}} - T^j_{\text{inc}}), I^j = 1}{T_{\text{res}}}. \]

Let’s suppose there are 3 closed incidents, duration of the first solution is 3625 s., second - 8569 s., third - 4563 s. Hence \( T_{\text{res}} = \frac{3625+8569+4563}{3} = 5585,66 \) s.

10) Misclassified incidents:
\[ Q_{\text{mis}} = \sum_{j=1}^{K_{\text{mis}}} I, \forall Z_j, \text{for which } K^j_{\text{mis}} = 1, K^j_{\text{mis}} \neq K^j_{\text{inc}}, \ I^j = 1. \]
When registering, a category is assigned to every referencing, which facilitates its handling and subsequent analysis. When an appeal is closed, the corresponding entry indicates its true category. The indicator reflects the number of times the two categories do not match. Let’s assume that there are 5 closed incidents initial category of incident does not meet the final in 3 of them. According Qa = 3 units.

11) An appeal received by CERT professionals «directly», bypass Level 1:

\[ Q_{p1} = \sum_{j=1}^{K_{\text{max}}} 1, \forall Z_j, \text{for which } (TP_j + TB_j) = 0. \]

For each appeal is given time for its consideration and decision. This indicator captures all requests that are not spent time on the 1st level. Let’s suppose we have 100 requests. Time spent for consideration and decision at the 1st level is absent in 5 appeals. According \( Q_{p1} = 5 \) units.

12) Average customer satisfaction rating:

\[ CS = \frac{\sum_{j=1}^{K_{\text{max}}} Q_{\text{exist}}^{i,j}}{K_{\text{max}}}. \]

Let’s suppose CERT processed 5 applications, customers put on a 5-point scale (0 to 5) appropriate assessment: first appeal "5", the second appeal "4", 3rd appeal "5", 4th reference "2", 5th appeal "0". Calculate \( CS = \frac{5 + 4 + 5 + 2 + 0}{5} = 3.2 \).

13) Total number of incidents resolved correctly from the first time:

\[ Q_{\text{sol}} = TN_{\text{end}} - Q_{\text{closed}}. \]

Let’s suppose we have the total number of closed incidents, which is 100 units. And have a total number of incidents incorrectly assigned to support staff – 90 units, then \( Q_{\text{sol}} = 100 - 90 = 10 \) units.

14) Total number of incidents resolved proactively:

\[ Q_{p} = \sum_{j=1}^{K_{\text{max}}} 1, \forall Z_j, \text{for which } C_{\text{req}}^{i,j} = 1, \text{I}_i = \text{I}_{\text{proj}}, \text{I}_{\text{l}} = 1. \]

This figure is calculated by summing closed incidents which have been resolved proactively. Let’s suppose there are 100 closed incidents, among them resolved proactively - 5 units. So \( Q_{p} = 5 \) units.

15) The average time to resolve incidents by priority:

\[ T_{\text{ipni}} = \frac{\sum_{j=1}^{K_{\text{max}}} (T_{\text{out}}^{j} - T_{\text{in}}^{j}), \forall Z_j, \text{for which } C_{\text{req}}^{i,j} = 1, \text{I}_i = \text{i}}{TN_{\text{end}}}, \]

where \( TN_{\text{end}} \) - is the total number of closed incidents for the \( i \)-th priority.

Let’s suppose that for priority "1" have 3 closed incidents. Time for opening the 1st incident - 11:12:30 date 05/17/14, the closing - 12:40:36 date 17/05/14; the
opening of the 2nd incident - 12:12:52 date 17/05/14, the closing - 14:10:14 date 17/05/14; the opening of the 3rd incident - 20:50:34 date 17/05/14, closing time - 1:40:43 date 05/18/14. For convenience, we convert in seconds and calculate the time spent on resolving incidents. 1st incident – 5286 s., 2nd incident – 7042 s., 3rd incident – 17408 s. Now calculate $T_{\text{req}} = \frac{5286 + 7042 + 17408}{3} = 9912$ s. = 2 h 45 min 12 s.

16) The average cost of response to the incident:

$$ACR = \frac{\sum_{i=1}^{k} B_{\text{req}}^{i}, \forall Z_{j}, \text{for which } I_{Z}^{j} = 1, C_{\text{req}}^{i} = 1}{TN_{\text{req}}}.$$  

For example, let’s take 3 closed incidents cost response for which to the 1st incident is $100, 2nd - $150, 3rd – 250 USD. Hence, $ACR = \frac{100 + 150 + 250}{3} = 166.67$ USD.

Conclusions

Thus was introduced the basic performance indicators of responding teams to cyber incidents. Report them should be performed regularly, such as once a week to get a picture of the changes, which could be defined trends. Using indicators will enable: make quick management decisions, evaluate the qualification level of CERT, improve the efficiency of CERT, reduce losses associated with incidents, improve productivity of users to effectively use the staff to increase the accuracy of the information in the configuration database, increase satisfaction of users and customers, and so on. In addition, by influencing the actions of professionals CERT and their correction can improve IB organizations and individual states as a whole.
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SYSTEM AND MODELS FOR COMPUTER NETWORKS AND SYSTEMS

PENETRATION TESTING

Consideration of the use of penetration testing as a method to improve security level of computer networks and systems. The description of test conduction stages. The description of BlackBox and WhiteBox models along with their visualization.

As a result of active development of information technology in recent years the level of cyber-attacks has increased significantly. Currently there exist many methods to protect information from unauthorized access. On our mind the most effective method to protect information is «penetration testing».

Penetration testing (pentest – tests to overcome the security) serves as a detailed analysis of network and systems in terms of potential attacker. The main point of this test is the sanctioned attempt to circumvent the existing complex of system’s information protection means. Penetration testing allows to obtain objective rating of how easy it is to gain access to corporate network or website resources, in which way and using what vulnerabilities.

Modern developments in the field of information security consider resistance to distributed attacks as the main objective of any information protection system complex. Attack on the computer system is considered to be an action or a sequence of interrelated actions of the attacker, which lead to the implementation of threat using the vulnerabilities of particular computer system. Obviously, it is necessary to have formal description of attacker’s potential actions and ways of their implementation, in order to increase the effectiveness of information protection system complex.

For successful attack implementation attacker has to obtain an intelligence on target object in order to find vulnerabilities, which can be used in future.

The aim of the research is to identify the weak points of information protection system. According to the aim of the research there has been considered the objective: to design a model of information threats’ forming process in automated systems.

Penetration testing is necessary for identifying potential penetration scenario into the network with different purposes (to gain administrative rights in domain or database, to create the traces of the attacker in critical systems).

Penetration testing allows to obtain objective rating of how easy it is to commit unauthorized access to corporate network or website resources of your company, in which way and using what vulnerabilities or gaps in the system.

Conducting penetration testing allows to examine the level of protection and maturity of information security control system.

External penetration test is performed from public networks and simulates attacker’s behavior, Internet attacker’s (using social engineering or not). External
penetration tests differ by the initially given information to the specialist performing the test.

Typical penetration scenario looks as follows – penetration possibility into the system is being explored using information attack on one or several workstations or also servers. If the attack was successful, with a help of captured workstations or servers a hidden communication channel will be installed that will allow to control seized computers remotely, and these sites are used for further penetration into previously identified targets inside the perimeter of the informational system that is being attacked. The hidden channel is provided with a special reversing Trojan program that implements bypass of personal data and corporate firewalls, antiviruses, content-filters, attack detection systems and any other technical protection means of perimeter’s communication channels with external environment.

Website Security Audit for website vulnerabilities – is a powerful tool for providing resource’s information security. Web-application is considered to be a very important asset, regardless of what functions it performs on the enterprise. The resource has to work stably and smoothly. These conditions can only be ensured by providing proper care for resource security, in particular website security audit.

Website penetration testing system - is a complex of means for website errors and vulnerabilities detection, using which attackers can attack or break into the website. There are many interpretations of the term “penetration testing”, but most of them are based on one of the two variants: it’s either simulation of real attacker’s actions to implement unauthorized access to an information system, that corresponds to the definition of the term “penetration testing” on the west market of
security services, or instrumental vulnerability analysis and found vulnerabilities critical assessment for business that in the determined space of English users is better known as “security assessment”.

The main aim of this thesis is the creation of penetration testing system, which allows to identify the current level of website protection.

Penetration testing scenario includes the following steps: 1) Test planning; 2) Information gathering; 3) Searching for vulnerabilities; 4) System penetration; 5) Report submission; 6) System cleanout from test traces.

There are such approaches for test conduction: 1) White box – the conductor has a full access to systems and information about them; 2) Black box – simulates a group of hackers that have only the name of the company and in fact nothing else about the targeted system; 3) Grey Box – provides simulation of hackers that possess partial information.

There exist many methodologies to conduct penetration testing, among which the most useful are Information Systems Security Assessment Framework (ISSAF), NIST 800-42 Guideline on Network Security Testing, Open Source Security Testing Methodology Manual (OSSTMM), Open Web Application Security Project (OWASP), Wireless Penetration Testing Framework. The best methodology for website testing is OWASP as it has been created to provide web-applications security.

As a result, we create a report that contains a detailed description of the work, all identified vulnerabilities and ways of their implementation. Also report contains recommendations to eliminate found vulnerabilities.

Penetration test allows to separate critical security problems, which require immediate attention, unlike those that are less of a threat.

Black-Box pentest is also known as external testing. Using this approach, security auditor will assess organisation’s network infrastructure form a remote location place and will not know all internal technologies, which are used here. In fact, while using this approach, auditor (Black Hat) likens to the attackers malicious behavior and applies all familiar to him hacking techniques and tools. At this, it is important to understand and classify all found vulnerabilities according to the risk level (low, medium or high). In general, risk can be measured according to the threat through the identified vulnerability and according to losses that occurred after the successful penetration. After pentest completion the report with all the necessary information regarding security level of organisation’s network infrastructure, classification of all identified risks in a business-context is being created.

![Fig.2. BlackBox penetration testing system model](image.png)
White-Box pentest also known as internal testing. At this, auditor (White Hat) has to know the structure of the network infrastructure and all available services of the organisation. White-Box pentest is similar to Black-Box pentest, but it does not require steps like, identification of testing limits, information gathering about targeted system and identification of services, which are working on a target hosts. White-Box pentest allows to identify and eliminate all vulnerabilities in the system that, of course, will increase system security level. Besides, this approach can be easily integrated into a regular cycle of product development, produced by the organisation that will eradicate any possible security problems on the early stage, before they will be detected and used by malefactor.

![WhiteBox penetration testing system model](image)

To summarize the presented material, need for compliance with the regulatory factors has to be noted – standards, laws, infrastructure solutions, a library of best practices of ITIL, which will help to improve the security of computer networks and systems. It is advisable to take a proactive defense that includes penetration testing. This kind of approach is the only way to get a realistic picture of the security system’s state, and thus to gain a control of the IT environment that is constantly growing. As a result of the penetration test, we can get a real view of company’s information security level. And we can also make a recommendations for improving security level of the information system.
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QUANTUM GAME THEORY IN CLASSIFICATION OF QUANTUM INFORMATION SECURITY METHODS

Today critical decisions majority, taken at different levels, depends on basic security features of valuable information, which nowadays stored and processed by information systems. Most of these systems rely on modern classic cryptosystems, which introduce potential security holes. For that reason, new ways of protecting important information need to be found. One of them can be quantum cryptography.

Information security is one of the most important problems of the modern information society. The growing connectivity between information systems (IS), the Internet, and other infrastructures creates opportunities for violators to disrupt telecommunications, electrical power, and other critical services. Government, private sector, and personal activities continue to move to networked operations, digital systems add ever more capabilities and wireless systems become more ubiquitous. In Ukraine IS are used particularly in banking sector, in public administration, on strategically important economic units, in national security, military and most elements of critical national infrastructure protection. However, with the increasing of information importance, the cyberthreats amount is growing proportionally. Based on the CERT-UA report [2] during 2011-2013 their team handled more than 600 computer incidents aimed to cause harm information basic security features. Mainly threats were such as spread of malicious software and phishing links, DDoS attacks, combat activities botnets etc. They were mostly focused on government information resources of state and national educational institutions and the banking sector. During last year CERT-UA team handled 214 incidents, among them: 55 – focused on the Ukrainian government sector, 50 – Bot networks, 48 – Phishing, 20 – Vulnerabilities exploitation, 13 – DDoS, 15 – Malware, 12 – Unauthorized access, but unfortunately it’s only officially declared incidents and mainly relating to government information resources. Among all other spheres of human activity, susceptible to cyberattacks, banking system of Ukraine is most progressive. Banks created their own cyberincidents respond departments, use the experience of more progressive countries, and rely on international security standards.

Thus, there is a critical need to develop and implement modern and effective information security systems, which can reliably guarantee data safety, given that critical decisions majority, taken at different levels (from president to ordinary citizen), depends on basic security features (integrity, availability, confidentiality) of relevant and valuable information. However, particularly vulnerable spot for violation of information security is a data network, since it is impossible to guarantee the safety of data when passing them through a public medium (Internet, telephone lines, radio). Therefore, the information transmitted on different networks, particularly in need of protection. In this case, the main way of protection is using...
the cryptographic methods. Recent research has shown that classical cryptography gives a cause to look for new outlooks [4-8].

For instance, all public-key algorithms rely on complex mathematical problem (one-way function with secret). Standards based on these algorithms are using in government institutions and commercial organizations IS. Their security (unbreakability) is hypothetical and can be disproved in the nearest future.

However, the discovery by Peter Shor (1994) a polynomial algorithm allowing fast factorization of integers with a quantum computer destroys previous confidence in reliability of classical cryptography. Therefore, contemporary society needs to find a new option to secure information, which became essential and very expensive resource. One possibility is using quantum cryptography (QC) instead of classical [1, 4, 8].

QC lies at the intersection of information theory, classical cryptography and quantum mechanics. In addition to this, information security QC methods is guaranteed by the laws of quantum physics [9] (non-cloning theorem – impossibility duplicate an unknown quantum state, impossibility of taking a measurement without perturbing the system, impossibility simultaneously measure the polarization of a photon in the vertical-horizontal basis and simultaneously in the diagonal basis, etc.). QC currently includes such areas as (see Fig.): quantum key distribution (QKD), quantum digital signature, quantum secret sharing, quantum stream cipher, quantum secure direct communication (QSDC) [7] and quantum game theory.

Fig. Quantum information security methods
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In last decade quantum cryptography has attracted considerable interest among specialists in information security. The overwhelming majority of research projects in quantum cryptography are related to the development of QKD and QSDC protocols. Generalized classification & systematization was done in [5-7], but since then, a lot new issues were made (for instance decoy states protocols and quantum games not included in it), so its need to be expanded, to help estimate the level of the latest achievements and allow using quantum technologies with full efficiency. From this viewpoint the analysis of existed new quantum technologies was carried out in the paper.

The combination of game theory and quantum information led to the new field of quantum games. The classical theory of games, which is a well established discipline of applied mathematics, and quantum communication are both concerned with information and how information is processed and utilized. Game theory analyzes situations of interactive decision making and provides models of conflict and cooperation.

Bit commitment protocol involves two users called A and B. At the commitment stage the user A chooses the value of a secret bit (0 or 1) and sends some information about his choice to user B in such a way that using the information provide by user A the user B cannot reliably determine the secret bit value chosen by A. To be more precise, in the ideal case the probability for user B to correctly identify the bit value chosen by user A is exactly 1/2 (i.e. it is equal to the probability of simply guessing the bit value) regardless of whether or not he uses the information supplied by user A. Then at the disclosure stage the user B can ask user A to provide him the rest information on the value of the chosen secret bit so that in the ideal case the user B reliably recovers the secret bit value. In addition, there should be no possibility for user A to change his mind and alter the chosen bit value after the commitment stage and before the disclosure state without being caught by user B. These quantum protocols have caused much controversy in the scientific community, opinions divided, and for many years it was considered inappropriate to use them. But in 2013 scientists [3] (University of Geneva, National University of Singapore, University of Cambridge) sent encrypted data between pairs of sites in Geneva and Singapore, kept “perfectly secure” for fifteen milliseconds - putting into practice what cryptographers call a ‘bit commitment’ protocol, using the combined power of quantum theory and relativity.

The distant coin tossing protocol includes two distant users A and B, who do not trust each other and can employ any physically realizable opportunities to cheat, should exchange appropriate information so that at the end of the protocol (in the ideal case with the unit probability) they accept the arising bit as an honest lot. If the users have only access to the classical communication channel, the problem can even seem unsolvable.

Quantum coin tossing uses quantum coins which, unlike conventional, may be in an infinite number of states. Also, there may be some mixed states, which explain by the superposition phenomenon in quantum mechanics. Using a mixed position guarantees one of the parties a constant win. If user A uses a mixed state, in any case, regardless of the actions of user B with his coin, and provided a preliminary agreement on a finite number of moves, user A will win, because at the
end of the game will be able to convert her coin with mixed states into pure (absolute state).

Classical versions of these protocols are based on unproved computational complexity of some trapdoor functions which require exponentially large resources to calculate their inverse on the classical computer.

Conclusions

Scientists of the leading countries of the world carry out active research in the field of quantum cryptography, nevertheless, there are still many problems requiring attention. Furthermore, a lot of things need to be done to implement quantum technology in widespread use. Quantum technologies therefore represent an important step towards improving the security of IS against cyberterrorists attacks.
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BASE PARAMETERS OF FORECASTING AND IDENTIFICATION OF COMPUTER ATTACKS IN INFORMATION AND COMMUNICATION SYSTEMS

The questions connected with forecasting, monitoring and identification of crisis situations in information and communication systems, have big scientific and practical value. So, accurate definition of a set of the parameters removed as on network, and local level, will allow increasing efficiency of systems of protection and preventive means.

The management concept of business continuity (MBC) provides a number of stages, the most important among which is the analysis of influence on business, forecasting and identification of crisis situations (CS), response to CS, elimination of their consequences and restoration of the business processes interrupted with CS, and also documentary providing MBC systems. Any crisis situation is a consequence of set of incidents or attacks. Proceeding from this definition and formalization of key parameters which can be used for identification and identification of computer attacks, certainly, are an actual task.

For the effective prevention of CS in the sphere of IS it is necessary to develop a set of key parameters for forecasting and identification of attacks to ICS which under certain conditions can be the reasons of emergence of crisis. Thus, definition (formalization) of key parameters is the purpose of this work, value and which nature of change can define possibility of realization of this or that attack.

Definition of concrete CS and their characteristics in a bigger measure is subjective. Among the main reasons for emergence of CS the central place is occupied by incidents of IS and attack to ICS. Generally, in a context of this work, being based on the offered classification [11], practice of MBC EMS, statistics of CS and incidents of information security, it is expedient to allocate such types of attacks in ICS: DDos-attack, spam, scanning of ports, a computer virus (among which it is possible to allocate such subspecies as the net worm and the Trojan program) the programs blockaders (banners) which have been closely connected with concept of a phishing. Certain parameters (characteristics) are peculiar to each of these types of attacks, supervising which, it is possible to predict and identify them.

To predict possibility of realization of attack or to reveal it and to identify it is necessary to develop system which will make monitoring of network characteristics (traffic parameters) and local characteristics (parameters of computer system or a host), given in tab. 1. Considering that realization of CS can have as the predetermined and casual character, and ICS is in essence the weak formalized environment, the system should be based on special methods of the theory of
indistinct sets [16] and consequently some of used parameters can be indistinct by the nature.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DDos-attack</th>
<th>Spam</th>
<th>Scanning of ports</th>
<th>The computer viruses</th>
<th>Banner</th>
<th>Illegibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>L</td>
<td>A</td>
<td>A</td>
<td>AA</td>
<td>AA</td>
<td>A</td>
</tr>
<tr>
<td>CNCh</td>
<td>VH</td>
<td>L</td>
<td>L</td>
<td>A/AA</td>
<td>AA</td>
<td>L/AA</td>
</tr>
<tr>
<td>UPr</td>
<td>Ab</td>
<td>Ab</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>STF</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>H</td>
<td>AA</td>
<td>A</td>
</tr>
<tr>
<td>OUP</td>
<td>P</td>
<td>P</td>
<td>Ab</td>
<td>P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>MU</td>
<td>L</td>
<td>H/A</td>
<td>A/L</td>
<td>L</td>
<td>H/A</td>
<td>H/A</td>
</tr>
<tr>
<td>NEr</td>
<td>AA</td>
<td>A</td>
<td>AA</td>
<td>AA</td>
<td>AA</td>
<td></td>
</tr>
<tr>
<td>ChSSF</td>
<td>Ab</td>
<td>Ab</td>
<td>P</td>
<td>Ab/P</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>NCC</td>
<td>H</td>
<td>A/AA</td>
<td>A/AA</td>
<td>A</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>DbR</td>
<td>L</td>
<td>A</td>
<td>L</td>
<td>A</td>
<td>A</td>
<td></td>
</tr>
</tbody>
</table>

VH – very high; H – high; AA – above an average; A – average; L – low; Ab - is absent; P – is present.

Let's consider and will analyse the parameters supervised by system for forecasting, identification and identification of attacks in ICS:

1) **Loading of the CENTRAL PROCESSING UNIT, CPU** – a percentage indicator of the processor time allocated for performance of tasks. It is possible to determine by level of load how strongly the computer it is subject to harmful influences. The parameter is indistinct as its optimum (normal) value variously for different systems and, besides, does not give a definite answer about existence of the fact of attack.

2) **Load of the network channel, CNCh.** Monitoring of a traffic allows to fix data which are transferred on an Internet channel. Considerable increase of a traffic testifies to possible DDos-attack or other attack. And as it is almost impossible to define size of normal load of the network channel, the parameter is the indistinct.

3) **Unusual processes, UPr.** Watching number of processes, it is possible to define what process is new and can be harmful. The parameter is exact as the number of processes is limited, at the beginning of work the system of monitoring does a so-called picture of system and new processes always it is possible to see and list.

4) **Size of temporary files, STF.** The virus copy, or a reserve body of a virus can be stored in temporary files for automatic start. The parameter is indistinct.
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because of that too many different temporary files are created and removed in operating time of the computer and their size at normal functioning can be various.

5) Opening of not used ports, OUP. The parameter is accurate, in the beginning works of system of monitoring the system picture (open ports) becomes, and emergence in the course of work of new open ports can serve as a signal about attack to ICS.

6) Load of random access memory, MU. The parameter is indistinct as load of random access memory changes every second, its optimum (normal) value variously for different systems and besides does not give a definite answer about existence of attacks in ICS.

7) Number of failures and mistakes, NEr. This group includes a wide range of events from mistakes at authorization to failures at performance of certain processes or files. So big intensity of emergence of mistakes and failures testifies with some probability to possibility of realization of attacks. This parameter belongs to indistinct as mistakes very often are an element of normal work of system in ICS because of technical characteristics hardware and the software.

8) Changes of structure and size of files, ChSSF. This parameter is most important for identification of computer viruses as those very often change file structure, entering the body in the beginning, the end or the file middle, and structure of file system. It is accurate provided that processes of work of legal users are constantly supervised and are regulated by security policy rules in ICS.

9) Number of simultaneous connections, NCC. As practice for effective carrying out DDoS shows attraction of a large number of the sources participating in attack on the victim is necessary. Therefore, the NCC parameter at increase in number of connections to the server can be used as one of signs of the beginning of attack. The parameter is indistinct as at small values it is characteristic and for a condition of normal functioning and exact value which can testify to attack, it is almost impossible to define.

10) A delay between inquiries from one source, DbR. The parameter characterizes time between consecutive inquiries from one client connected to the server. Delay reduction between inquiries can testify to the DDoS-attack beginning. This parameter also is the indistinct.

The parameters considered in work create by analogy with [12, 17] a train of identification and identification of attacks:

\[
\text{DIA} = \langle \text{CPU, CNCh, UPr, STF, OUP, MU, NEr, ChSSF, NCC, DbR} \rangle.
\]

Value of elements of this train give the chance to reveal attack in ICS and to identify it rather allocated types: DDoS-attack, spam, scanning of ports, net worm (virus), Trojan program, programs blockaders (banners).

Conclusions

Thus, in this research value of parameters of a train of identification and identification of attacks of DIA which should be supervised by system for forecasting of attacks for ICS, their fixing and response to them is defined. Formalization of these parameters allows to consider features of attacks in ICS and to increase efficiency of preventive means and systems of protection of information resources. It also can be used for CS identification at an early stage of their
development. In the following works the offered parameters and their train will be used as basis for creation of effective system of forecasting and identification of attacks and CS. Also we will note that number of revealed attacks in ICS and the list of parameters can be changed at system realization depending on requirements to its functionality.
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BUGS SEARCHING DEVICE

This article adduces the analysis of the efficiency of existing methods of bugs searching. The main advantages and disadvantages between existing methods were marked out. Bugs detection device with the main principle of work to fix the distance to the object by the time of voice passing to this object was suggested.

Modern information technology and data transmission systems evolution requires ongoing monitoring of the security service market and opportune use of actual methods and tools of the information loss detection. Safe information security system composition requires the use of integrated approach considering all possible information loss variants.

There are a lot of technical channels of information loss can be organized to intercept the acoustic information that is a complex acoustic signal and measures in the frequency range from at least 20 Hz to 3,5 kHz [1]. To receive, develop and use acoustic signals special technical facilities of recording, transmission, amplification and reproduction of signals are used. Together these devices are powered by highly sensitive microphones that convert acoustic signal to electrical and called “bugs” [2]. This devices of acoustic signal interception are constantly being improved, becoming less and insensible, and methods of their detection more complicated.

Methods of bugs detection depends on several causes: their physical properties and classifications, characteristics of channels of information loss produced by them and principles of their installation. Principle of bugs work is based on the reception and transmission of informative signals from the source of their formation to the receivers that installed in remote or directly build in the bug’s construction.

The main characteristics are: the output power signal, operating frequency range, modulation type, range of distribution of signals. The vast majority of devices can operate in the range closest to the speech signal (from 20 Hz to 20000 Hz), have some kind of sensitive to human speech with the lowest (under 60 mV/Pa) volume level microphone (from 20 dB) and hypersensitive conversion different types of surfaces to data signals devices [3, 4, 5].

Based on the main principles of bug’s functioning, their physical characteristics and conditions of the installation the analysis of the main and most effective detections methods are conducted.

Bugs searching can be performed in several stages [6]. First of all investigated place is checked for the radio emission presence using radio monitoring that will determine the presence of bugs in it. The second step is to choose the most effective methods of interception devices localization. At this stage various methods of localization can be used.

Usually to lead searching large and expensive equipment are used (OSC-5000 (“Oscor”), CPM-700 (“Shark”), ST 031, ST 032 (“Piranha”)) [7]. By simple
counting the value of such equipment it is possible to analyze the demand of existing methods of searching improvement.

During bugs detection commonly test signal is used that can be tone. Difficulty arising from the use of tone signal in fact because the rooms were filled with furniture or other things there are “standing waves” that interfere with bugs localization. [9]. To get rid of “standing waves” pulse signal ranging method is used. This way is applied in one actual and effective bugs searching method – searching complex based on DigiScan EX program established for radiovawes searching and monitoring and also for information interception devices detection using scanning receivers AOR and ICOM. In modern terms, considering a large number of radio signals and noise, maximum efficiency of scanning receivers is achieved by using computer and DigiScan EX 1.6.

Bugs localization is scheduled on acoustic location principle, by measuring the sound delay that comes out of the speakers to the computer receiver. Pulse is fed to the computer microphone and to the bug that is in the room with some difference in time.

If the rate and the distribution of the acoustic signal are known, the distance to the object can be determined. If the delay time multiplied by the speed of the acoustic wave the distance from acoustic system to the bug can be obtained. This applies to the usual formula for determining the length of delay distribution of the acoustic signal using the well-known value of speed of sound $V_s = 340\text{m/sec}$ [8]:

$$\tau = \frac{\ell}{V_s} \quad (1)$$

where $\ell$ – distance between speaker and bug.

Wherefrom the radius of acoustic waves distribution is determined as

$$\ell = \tau \cdot V_s \quad (2)$$

Getting values of the delay of the acoustic signal from different points of the room (the coordinates of which are set in advance according to the room coordinates) it is possible to measure the radii of the circles that are formed as a result of acoustic signals sources at some point.

Knowing the distance between speakers program can determine the distance from the speakers to the bug. Measurements are taken in turns, for both left and the right speakers.

Measurements are made in semi-automatic mode using operator who observes pulse fronts on the waveform. Need to find and mark the impulse front on each oscillogram. It is very important that the distance from the speaker to the microphone was constant and consistent distance marked on the plan.

The main disadvantages of this method are:
- lack of precise and specific definition of the bug location, only the direction of possible locations;
- spend too much time on searching;
- large hardware structure and high cost of its main components.

The detection device with the main principle of work to fix the distance to the object by the time of voice passing to this object was suggested. As acoustic
signal acts directly on microphone then bugs searching can be determined by the delay time of the acoustic signal or the time proportionally reflected in the distance.

The principle of the improved device operation (fig.1) that use examined method comprises [11]:

![Fig.1. The flowchart of the bugs searching device](image)

Impulse signal from the impulse generator (IG) using the power amplifier (PA) fed to acoustic system (AS) which distribute acoustic signal that reaches the bug and transmitted the receiver (R). Further the selected signal is fed to the acoustic impulse measuring device in voltage terms (IMD) that measures and displays acoustic signal voltage value on the delay indicator (DI) which depends on the delay time of the impulse.

Targeting bugs searching device in space and moving in the reducing the delay of the acoustic impulse the bug location can be determined. Reducing the volume (test signal level) searching will be more accurate.

There are many ways of bugs camouflage under different casual things and their construction which deeply complicates searching. But anyway bugs have a sensing element that responds to the effect of test acoustic signals.

**Conclusions**

The efficiency of existing methods of bugs searching analyzed. To form a clear direction and effective improvement of existing methods the main advantages and disadvantages were marked. The detection device with the main principle of work to fix the distance to the object by the time of voice passing to this object was suggested. As acoustic signal acts directly on microphone then bugs searching can be determined by the delay time of the acoustic signal or the time proportionally reflected in the distance.

Improving the components of the device by which the suggested method realized, helps resolve issues of mobility, reduces the cost and wasted time for searching. Suggested method of the bugs acoustic location may be more effective than searching methods by the electromagnetic radiation.
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METHOD OF TEMPLATE HIDING DATA IN VECTOR IMAGE STRUCTURE

To improve the efficiency of information hiding in the structure of vector images, the template method of data hiding is proposed in this work. Hiding data behind the template method performed by a gradual breakdown of Bezier curves segments, using preassigned table of correlations of different values of the template elements with different steps of Bezier curves. The proposed method is compared with the existing method of bitwise hiding data in vector images.

The development of digital technologies that is rapidly spreading in all spheres of human activity gives us a free opportunity to transfer and storage information on external media through the global network «Internet». But one of the important tasks of protecting information from unauthorized access arises upon the interaction with the network «Internet». You can protect your data by using steganographic methods of hiding information. Steganography is the science that studies the means and methods of hiding information in other inconspicuous objects – containers and based on the features of people's sense organs and structural properties of container construction [1]. The most perspective types of containers are media objects: text, sound, pictures and video. Method of bitwise hiding information in a vector image structure was proposed in the work [2], according to which, hiding of the secret message bits was going through the gradual separation of Bezier curves to visually identical totality of segments. The disadvantage of the method [2] is a significant increase in the size of the received steganocarrier (result-container) relative to the original container, owing to the growing number of control points required to represent a sequence of segments. The research that aimed at improving steganographic methods to hide information in vector images is an actual task.

The aim of this work is the improving efficiency of hiding information in vector image structure by the developing of method of template hiding data with the defined relation table of different values of the template elements with the different steps of Bezier curves that will make possible reducing the size of received steganocarrier. As you know, vector graphics, it is a type of computer graphics, where simple shapes, which defined by mathematical equations, is used for the construction of vector objects. Vector images are widely used in computer-aided design, web space and printing activity where you need to submit pictures of high quality. One of the key elements of vector graphics are Bezier curves, which are given by the following equation [3]:

\[ B(t) = \sum_{i=0}^{n} b_{i,n}(t)P_i, \quad t = t + \Delta t, \quad t \in [0,1], \]

where, \( P_i \) – pivot points, \( i \in \mathbb{N}, \quad i \) – pivot points index, \( n \) – procedure for determining Bernstein basis functions and polynomial curve segments, \( n+1 \) – pivot points index.
points number, $t$ – parameter of curve structure, $\Delta t$ – change of parameter $t$, $b_{i,n}(t)$ – Bernstein polynomials.

Bezier curves have the following properties [4]: 1) any Bezier curve can be divided and represented as a set of visually identical segments, where each segment of Bezier curve will be a curve of the same order as the original curve; 2) any Bezier curve is invariant relative to affine transformations, which means that every Bezier curve can undergo the process of affine transformation, by which the position and distance between its points of reference are preserved and only their coordinates are changed.

On the basis of these properties in this work [2] a method of bitwise hiding information, resistant to affine transformations was proposed. Hiding by the method [2] was carried out by gradually splitting Bezier curves into segments with different values of the parameter $t = t + \Delta t$, $t \in (0,1)$ with predefined step (steganoleak) $\Delta t$ according to the following rules: If at some step $t$ the bit «0» was hidden, then at this point Bezier curve is not divided into segments, and there was a transition to the next bit of the secret message and the next step $t$. If at some step $t$ the bit «1» was hidden, then at this point Bezier curve was splitting into two segments by the de Casteljau algorithm [5]. Introduction of the next bit of the secret message received further in the second segment of the curve at the next step $t$.

To reduce the size of the resulting steganocarrier by the method [2] we suggest its improvement, where by the one separation of Bezier curve will be hide not one bit of secret information, but a block (series) of bits. This improvement will be achieved through the use of predefined table of correlations of different values of the template elements with different steps of Bezier curves. This table of template values will play the role of a steganoleak, which used for hiding and reproduction information from a steganocarrier. Hiding data by the template method will occur by the following algorithm:

1. For each data block of template $T B_i^k$ can defined one step $T \Delta t^k$ change in parameter $t$, where $k$ – index of values of the template elements, $k \in 1,2^\infty$, $x$ – the number of bits for one value of the template element.

2. Hidden message is divided into blocks $c = \{c_i^1, c_i^2, ..., c_i^n\}$, $z = n / m$, where $z$ – the block size $c_i^k$, $i \in \overline{1,m}$, $n$ – the size of hidden message, $m$ – the general number of Bezier curves in vector image that will be hidden in a secret message, each of which is entered in $D_t$ Bezier curve in vector image. Each message block is presented in the form $c_i^k = \{c_i^k_1, c_i^k_2, ..., c_i^k_q\}$, $c_i^k$ – the part of message with $x$ bit length, $y \in \overline{1,q}$, $z = q \cdot x$, $q$ – the number of values of template elements in block. The resulting sequence of segments is indicated like $D_i^w$, where $w$ – index of sequence of created curve segments $D_i$, $w \in \overline{1,N}$, $P_v$ – coordinates of pivot points, $v \in \overline{0,3}$.
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3. Hiding of each block $c'_i$ of secret message is performing in curve $D_i$, $i \in \{1, m\}$ by breaking it into segments with different values of the parameter $t$, $t \in (0, 1)$:

3.1. Hiding of each element of the template $TB^i$ from block $c'_i$ in a certain sense $t$ occur by breaking the Bezier curve into two segments $D^x_{i_k}$ and $D^x_{i_k-1}$ by de Casteljau algorithm [5]. The subsequent introduction of the following template elements from the block $c'_i$ will occur with the following values $t = t + T \Delta t^k$, where the value $T \Delta t^k$ corresponds to hidden element $TB^i$ on this step $t$, in the resulting second segment $D^x_{i_k-1}$ will start from the coordinates of partition point of the initial curve. Each partition of Bezier curve leads to an increase in the number of Bezier curves in a sequence of segments on $w = w + 1$.

3.2. By carrying out the hiding of block sequence $c'_i$ of Bezier curve $D_i$, it is replaced with visually identical sequence segments $D^*_{i_k} : D_i = D^x_{i_k} \cup D^x_{i_k-1} \cup \ldots \cup D^x_{i_1}$.

By carrying out data hiding (the size of 100-500 bytes) in a Bezier curve of Curveto type the vector image of SVG format [6] by the bitwise and template method we obtain the following results, which are presented in Table 1. Hiding data was carried out by using the following parameters [7]: 1) $CP_1 = 12$, where $CP_1$ – the maximum number of decimal places of fractional part of the coordinates of control points Bezier curves; 2) $CP_2 = 4$, where $CP_2$ – the minimum permissible length of Bezier curve relative to distances between the pivot points; 3) $CP_3 = 5$, where $CP_3$ – the maximum allowable error in the last number of decimal places of fractional part of coordinates of the reference points that arises in the process of playing back the original curve $D_i$ of a sequence of segments $D^*_{i_k}$; 4) Step of the parameter $t$ change by bitwise method was counted by the formula $t_1 / n = \Delta t$; 5) Values of the table of relationships for a template method were determined by the parameters $x = 8$ and $k = 256$.

<table>
<thead>
<tr>
<th>№</th>
<th>Size of hidden inform., byte</th>
<th>Container size «before», KByte</th>
<th>Time for hiding, sec</th>
<th>Time for reprodu., sec</th>
<th>Container size «after», KByte</th>
<th>Time for hiding, sec</th>
<th>Time for reprodu., sec</th>
<th>Container size «after», KByte</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>1951</td>
<td>27.56</td>
<td>17.29</td>
<td>56.28</td>
<td>7.53</td>
<td>21.97</td>
<td>29.89</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>1951</td>
<td>43.35</td>
<td>33.56</td>
<td>93.05</td>
<td>14.80</td>
<td>40.42</td>
<td>40.07</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>1951</td>
<td>52.87</td>
<td>50.17</td>
<td>131.19</td>
<td>20.43</td>
<td>53.48</td>
<td>50.26</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>1951</td>
<td>68.14</td>
<td>67.07</td>
<td>169.68</td>
<td>28.74</td>
<td>73.13</td>
<td>60.46</td>
</tr>
<tr>
<td>5</td>
<td>500</td>
<td>1951</td>
<td>77.50</td>
<td>83.56</td>
<td>206.75</td>
<td>37.20</td>
<td>92.77</td>
<td>70.68</td>
</tr>
</tbody>
</table>

Table 1

The results of hiding data in the SVG image structure
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The diagram of Fig. 1 shows a comparison results of the obtained sizes of stegancontainers relative to the initial SVG images.

Fig. 1. Comparison of the obtained sizes of stegancontainers

![Graph showing size comparison](image)

The comparable results of time expenditure for hiding and extracting data by bitwise and template methods, that are presented in the diagrams on Fig. 2 and Fig. 3.

Fig. 2. Time expenditure for data hiding

![Graph showing hiding time](image)

Fig. 3. Time expenditure for separation of hidden data

![Graph showing reproduction time](image)
Conclusions

To improve the efficiency of information hiding in the structure of vector images, the template method of hiding data is proposed in the work. The experiment showed, that proposed method of template hiding data create the stegocontainer more than 2 times smaller and with smaller time expenditure for hiding data, than bitwise method, because for one Bezier curve partition, a block of secret message bits hide. But, using the template method lead to time increase for expenditure of hiding data from stegocontainer, because for the reverse process of gradual reproduction of the original curve from a summation of segments constantly we need to sort out all the values $T\Delta t^i$ of the template for finding the necessary value at which the merger of the last two sequence segments will take place.
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CHOICE OF METHODS OF OPTIMAL SEARCH OF INFORMATION PROTECTING TOOLS FROM UNAUTHORIZED ACCESS TO COMPUTERIZED SYSTEMS

The authors offer a pre-selection preliminary choice of methods of optimal search of information protection tools from unauthorized access in computerized systems to ensure compliance with the existing requirements of the information protection in these systems in order to facilitate this choice and reduce development time of complex systems of information protection in AS.

Introduction. One of the major issues of development a modern security systems is search for the most efficient way of providing the required level of information security in its processing, transmission and storage in information (automated) and telecommunication systems (hereinafter - AS), in terms of information threats prevention or harm minimization from threats realization. [1, 2, 3].

Necessity for finding the most appropriate solution based on several criteria appears in many practical problems of complex protection systems design. Fairly common in practice is multi-criteria choice problems, where finite set of alternatives is given and these alternatives can be evaluated quantitatively and qualitatively [4]. What is more, set of alternatives can be very large in real problems the, that makes the task of decision making fairly complex, and therefore the greater importance get the role of the decision maker (hereinafter - DM).

Problem. This paper [10] is the generalized set of selection criteria for technical information protection from unauthorized access (hereinafter - UA) in different AS classes while integrated information security system (hereinafter - IISS) construction [10]. Getting summarized information about product (its features, functions, characteristics, destination) by using these criteria gives the opportunity for developer to simplify the IISS search that are necessary to ensure with existing AS protection requirements compliance [12]. In this case, the best result of finding the right product can be achieved by taking the optimal choice decision.

The aim is methods pre-selection for finding the optimal technical information protection from unauthorized access in AS. This selection is based on a brief analysis of the existing optimization [5, 6, 7] techniques guided by the proposed selection criteria [1, 3] with regard to their importance relative to each other.

The main part. Multi-criteria analysis and decision making methods are used in many areas of science and technology as well as in systems research. One of the branches of decision making theory is multipurpose (multi-criteria) methods. The complexity of multipurpose selection is primarily in objectives (criteria) contradiction [6]. Hence the necessity for some reasonable compromise scheme that allows improving the quality of decisions which made using all criteria and
performance indicators arises. Exploring new approaches [5, 6, 7] for multipurpose tasks solving allows us to determine the following major classes of methods for multi-purpose optimization and decision making depending on the type of interaction with decision maker.

A priori methods are one of the most explored and developed methods. The main feature of these methods is that as a result of the use of method, multi-purpose task is reduced to a single-purpose. Depending on the selected method [5, 6] (e.g. lexicographic (LM) [4]) only one Pareto-optimal resulting solution is found (Pareto optimum is choosing a optimal solution in multi-criteria system that cannot be improved by any criterion without worsening on other criteria). Otherwise under certain conditions decision is made by the decision maker. These methods require decision maker to determine the benefits in advance that can be problematic taking into account advantages of unlimited knowledge, based on the optimal objective. Method of targeted programming (GP) is an example of such a method.

Methods «with no advantages» [6]. For methods that do not take advantage, decision optimization performs DM. They can accept or decline the decision. This method is used in cases where the decision maker has no specific assumptions about decision. In this method, multi-purpose task conversion into a single-purpose optimization task is performed by minimizing the distance between certain defined benchmarks and result capabilities. Method of global criterion is an example of the method. The disadvantage of this method is the complexity of determination of acceptable values criteria. In most cases they are chosen subjectively. Therefore, if the criteria are equivalent, any of them can be selected as main, but it is better to choose the one for which is the most difficult to specify valid values. Note, that the solution obtained by this method will be always poorly effective.

A posteriori methods. These classic methods are often used in engineering sciences, as they provide many Pareto-optimal solutions, which are obligatory for decision maker. The role of DM is very important, because after finding the set of optimal solutions, he chooses one of them. The most popular approaches are : the method of weighted sums (weighted-sum method), the «ε-limit» method, a hybrid method.

Interactive methods [11]. DM takes an active role in solving the problems using interactive methods, which are promising for problems with many objectives. When while computations several optimal solutions are obtained, one of which satisfy the DM, it can be selected as optimal. Participation of DM in the computation process is required constantly, that cannot always be justified. For example, method of efficient solution in goal programming (ESGP), an interactive multi-linear programming (IMOLP), interactive simultaneous goal programming (ISGP), STEM method, evolutionary algorithms (EA).

Thus, taking into account the role of DM in the implementation of the considered classes of optimization methods it can be concluded that for the last two classes this role is crucial, while for the second class of methods it is minimal. In reference to the first class of methods (a priori) it can be concluded that decision maker is involved in the preparatory work and, where appropriate, in final stages.

So, the last two methods are the most time-consuming in relation to the DM, and therefore they can be considered less acceptable. While “No advantage”
Methods from this point of view, by contrast, seem to be the best. However, they do not take into account for distribution criteria over importance. The need for such a distribution is characterized by a priori methods, for which, as noted above, decision maker performs determination of criteria importance beforehand. Distribution of criteria over importance considered common for considered in [1] approach to the choice of information security tools from unauthorized access. In [1] the preliminary allocation criteria in descending order, to the author’s opinion, according to degree of their importance in relation to performance by tool protection of information from unauthorized access by selected tool. Additionally, here are presented arguments concerning justification of such distribution. Criteria can be divided according to their content [1] into following groups:

The guidelines on the content of which depends providing a means of information protection (implemented functional profile protection class for AS [8, 9], which used a means of protection objects). The criteria that determine technical feasibility of using a tool in AS (compatibility with software requirements for technical support, requirements for technical protection of information, method of use, availability of technical and operational documentation for the tool).

The criteria that certify the quality and reliability of tool for guaranteeing protection (level of guarantees of functional security services realization, availability of conformance with regulatory requirements of technical protection of information). The value criterion that influence on its purchase ability (price category of the tool). The criteria that determine tool’s versatility and convenience for further operation (operating conditions, method of implementation, primary purpose). This approach allows further considering of the problem of estimation of contribution of each criterion in determination their strengths to figure an optimal choice method. So, in terms of DM involving and taking into account the opportunity to determine the benefits between the criteria, that are confirmed by their division into groups by importance, it is proposed to consider a priori methods the most suitable method for solving the problem of choice of information protection tools from unauthorized access.

Conclusions

On the grounds of research of the basic techniques classes of multi-purpose work optimization, performed previous selection of a priori selection methods class of optimal search of technical protection of information from unauthorized access in AS needed to ensure the compliance with applicable requirements of protection. This choice creates prerequisites for improvement of the search facilities accuracy compared with the «no advantage» methods due to a priori assignment of benefits criteria in advance with minimal involvement of DM compared with other methods.

The proposed criteria allocation [1] according to their importance in groups, confirms the possibility of preferences setting on the selection of protection equipment proper to a priori methods.
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MODERN ANALYTICAL FRAUD DETECTION SYSTEMS

This paper dedicates to research of leading world and domestic vendors of analytical fraud detection system (AFDS), on a set of parameters that characterize the performance of these systems and following comparison of AFDS basing on mentioned parameters.

Today in the banking industry of Ukraine, in remote banking sector, unauthorized theftery of customers’ funds issues as relevant as ever. According to National Bank of Ukraine reports in 2013 (2012) it was detected 468 (139) facts of unauthorized theftery of customers’ funds totaling $ 87 (116) mln UAH. In this regard, the relevance of identification and fraud prevention in e-banking systems is an urgent task. To date, published papers related to research in the field of fraud detection systems, mainly, conducted in the following three areas: network intrusion detection, detection of fraud related to payment cards and fraud detection in telecommunications. Lack of information in the area of fraud detection in e-commerce systems, both in domestic and foreign literature, most likely due to the secrecy and commercial interests in this direction.

Different papers [1,2] mainly concerned on questions of different analysis methods and models of fraud detection in telecom and payment card industry or provide a broad analysis of intrusion detection theory, describe main characteristics of network intrusion detection systems (NIDS) and its main construction principles. Another works disclose various methods and criteria for comparison of network IDS as well as the results of a comparative analysis selected IDS’ according to selected criteria [3,4]. Standard NIST SP800-94 provides a comprehensive methodology and defines the basic criteria for testing NIDS. The most comprehensive review of commercial AFDS, its advantages and disadvantages provides Gartner in its analytical review Magic Quadrant for Web Fraud Detection. However, the methodology used and the criteria for analysis in this review were not disclosed.

In this context, the aim of this paper is to define a generic set of criteria for comparison the qualitative characteristics of AFDS, as well as to carry out a comparative analysis of commercial AFDS by means of selected criteria. It was examined nine commercial AFDS of different developers. Table 1 represents summary information about these systems.

<table>
<thead>
<tr>
<th>Naming</th>
<th>Manufacturer</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>FraudMAP Online Guardian Analytics, USA</td>
<td></td>
<td><a href="http://www.guardiananalytics.com/products/fraudMAP-online-banking-fraud.php">http://www.guardiananalytics.com/products/fraudMAP-online-banking-fraud.php</a></td>
</tr>
<tr>
<td>BIFIT Fraud</td>
<td>BIFIT, Russia</td>
<td><a href="http://www.bifit.com/">http://www.bifit.com/</a></td>
</tr>
</tbody>
</table>
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Below is giving the list of basic parameters that was developed in the result of AFDS analysis and which are representing the qualitative characteristics of these systems:

1. Detection Mode (Time of detection-Td). Determines the ability of the system to collect, analyze and respond on events in real time (real time - Trt) or in near real-time (near-real time - Tnrt).

2. Suspicious behavior detection method (Detection method - DM). Method which is used to detect suspicious behavior is one of the key criteria of AFDS. It could be divided into the following subcategories: anomaly detection method (anomaly detection - DMAD), signature detection method (signature detection - DMSD) and method, which combines both of mentioned above – hybrid method of detection (hybrid detection - HD). Method which is used to detect suspicious behavior directly reflects the ability of AFDS to adapt to unknown types of fraud, which is a significant advantage.

3. Audit source (AS). Depending on the architecture, AFDS can receive information from a variety of sources. Data sources include two main and one extra. The main data sources are the network data (network data-ASNT) and host log files (host based data - ASHBD). As an additional source different developers use a centralized database (centralize data base - ASCDB), containing the typical models of attacks, fingerprints of compromised workstations, etc.

4. Threat counteraction (TC). There are three main types of threats to internet banking: authentication information thievery (TCAIT) - logins, passwords, certificates. This personal information is required for access to accounts in internet banking systems and execute the financial transactions. Man In the Middle (TCMITM). Mainly used for unauthorized substitution some fields in payment order directly before applying digital signature, in a manner transparent to the client. Remote control workstation (remote control - TCRC). By means of malware, fraudulent takes hold of client’ PC and executes unauthorized financial transactions on behalf of a legal client.

5. AFDS response type (type of response - TR). Consider this characteristic from the following point of view: the passive mode (passive - TRP) - the operator receives the notification and basing on expert opinion blocks or allows transaction; active mode (active - TRA) – automatically response on suspicious transactions according to predefined rules or anomaly behavior and following notification of

<table>
<thead>
<tr>
<th>Monitoring Service Provider</th>
<th>Location</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiceActimize Fraud Solutions</td>
<td>USA</td>
<td><a href="http://www.niceactimize.com/">http://www.niceactimize.com/</a></td>
</tr>
<tr>
<td>FraudWall</td>
<td>Russia</td>
<td><a href="http://www.frodex.ru/">http://www.frodex.ru/</a></td>
</tr>
</tbody>
</table>
operators (e.g. incorporating additional authentication factor like CAPTCHA to protect against bots).

6. System flexibility (flexibility - F). Ability of the system to add new parameters for analysis and identification of suspicious behavior, modify the values of the risks in evaluation etc. From this point of view consider the following types of flexibility. Black Box (FBB) – system does not allow to change any parameters manually; changing of values performs automatically of by service provider; moderate flexible (FMF) – system allows to change the values of know beforehand parameters; unlimited flexibility (full flexible - FFF) – system allows to change the weight/values and add new parameters which will be used in future calculation.

7. Mathematical model. Using one or another mathematical model can indirectly indicate the efficiency of the whole system and the ability to perform not only programmed sequence of predetermined operations, but also gives possibility to analyze incoming information, search and find patterns, make forecasting etc. These could include: neural networks, fuzzy logic, Bayesian network, Markov model, etc.

Table 2 shows the comparative analysis of AFDS according to defined above parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type of detection</th>
<th>Detection method</th>
<th>Source</th>
<th>Threat counteraction</th>
<th>Type of response</th>
<th>Flexibility</th>
<th>Mathematical model</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSA Transaction Monitoring</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>Bayesian network</td>
</tr>
<tr>
<td>FraudMAP Online</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>BIFTI Fraud Monitor-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intellinx</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Threat Matrix</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>CA Risk Minder</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>NiceActimize Fraud Solutions</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>Fuzzy logic</td>
</tr>
<tr>
<td>Behavior Piercing</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>FraudWall</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

1.11.59
Conclusions

In this paper, it was researched modern AFDS of various domestic and foreign manufacturers. On the basis of mentioned research it was developed basic set of parameters, which allow to determine main characteristics of AFDS. By means of these parameters it is possible to which it is possible to carry out comparative analysis of AFDS or to use to determine performance of such systems. Furthermore, these parameters can be used when developing new ACOM.

Further work will focus on compiling a list of identifiers that are required to successfully identify fraud, as well as choosing the most suitable mathematical apparatus for mapping and processing incoming data.
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ECONOMIC COMPONENT OF INFORMATION SECURITY OF AVIATION INFRASTRUCTURE

In this paper authors proposed methods for research economic component of information security of aviation infrastructure as a complex system of information security of the state.

Scientific research is the main way to obtain new knowledge for the information security system of the state, the engine of progress. The methodology of scientific research of the economic component of aviation infrastructure information security as a complex system of information security, based on the theoretical foundations of economics and is based on a systems approach [1], is the essence of the profession of scientist and its basic position for the head is the basis for his ability to see the problem the problem of improving the efficiency of its object of responsibility, implement and manage scientific innovations on a scientific basis. Therefore, we consider the fundamental methods for implementing the basic principles of a systematic approach studies the economic component of information security aviation infrastructure.

Modern methodology of scientific and economic studies of the economic component of information security aviation infrastructure on the basis of the system approach says: object – ergodic "complex" system of the economic component of information security aviation infrastructure; purpose – to improve the research object – the economic component of information security aviation infrastructure; subject – object performance, as a measure of its perfection on the factors 'impact' – systemic signs; scientific problem – increasing (maximizing) the effectiveness of the object in the priority factor.

The purpose of the analysis is a comprehensive study of the object – the economic component of information security aviation infrastructure, namely (Fig. 1): clarify the system of the object (definition content "frame"); identification and assessment of properties of the object; determine the characteristics of the object to evaluate its actual capabilities. The results of a systematic analysis of the economic component of the object information security aviation infrastructure used to develop mathematical (analytical) model dependencies to determine and assess system performance and to further formalize optimization problems organizing resource management system economic component of information security aviation infrastructure during its application.

The goal of synthesis is to create "desirable" economic component of the object information security aviation infrastructure, namely (Fig. 2): the definition of the desired content systemic signs; provision and evaluation required properties; ensure the values of the object to reach its required capabilities. The results of the synthesis system used to create the maximum system efficiency target economic component of information security aviation infrastructure. The purpose of
"operational" study of the economic component of information security aviation infrastructure is just providing "economic-mathematical methods) to study the problems of analysis of system features, properties and characteristics of the object of research as a complex system ergatic economics of information security and their determination to synthesis problems.

The general concept of "operational research" facility economic component of information security aviation infrastructure "complex system" is explained by Fig. 3.

The operating results of the study of the economic component of information security aviation infrastructure is to determine the optimal values of system parameters that maximize the effectiveness of the object "complex system" in the
"real use" for a particular purpose. The methodology of scientific research "economic transactions" if it is based on the basic principles of "systems approach" and the appropriate method of implementation, provides versatility study (analysis) and the perfection of creation (synthesis) "complex" system of the economic component of information security aviation infrastructure. The fundamental principle of "maximum system efficiency" principles "priority" direction "completeness" and "completeness" of research involve the formulation and solution of basic scientific problem of synthesis of the economic component of information security aviation infrastructure resource methods and parametric optimization, between which there is a direct link.

<table>
<thead>
<tr>
<th>Study of the dependence of characteristics of system parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>System effect</td>
</tr>
<tr>
<td>$WS(X)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Formalization of the problem of optimizing system settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eligibility</td>
</tr>
<tr>
<td>and optimality for ${X}$ $GS{X} \leq GS^o$ $FS(X^o) \rightarrow extrFS{X}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optimal system parameters of object</th>
</tr>
</thead>
<tbody>
<tr>
<td>System effect</td>
</tr>
<tr>
<td>$WS(X^o)$</td>
</tr>
</tbody>
</table>

Fig. 3. The general concept of "operational research" component of the economic system of information security aviation infrastructure

Thus the methodology of scientific research specialty is the essence of professional scientist and that it determines the level of scientific results and potential effectiveness of science "information security" as a whole. Therefore, improvement and use of the theoretical foundations of the methodology of the economic component of information security aviation infrastructure on the basis of systematic approach is the key to maximum efficiency target of research.
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1.11.63
METROLOGICAL RELIABILITY OF TECHNICAL INFORMATION PROTECTION

The characteristic features of the functioning of technical protection of information. To ensure the effective and reliable operation of protection means proposed to carry out monitoring of the current and projected operation means of protection and determine their characteristics of metrological reliability.

Introduction. Scientific and technical information security problems are widely used in the information stage of terrestrial civilization. Many publications have noted that politics and economics, science and technology, industry sectors are using the methods, information technology hardware and software of information security. From the information security practices follows that information signals of different physical nature, including electromagnetic, electric, acoustic, vibroacoustic widely used for transmission of various information. To solve the problems of protection of data during transmission such signals using methods and technical means of protection. In normative documents integral information security criteria is to ensure its integrity, availability and confidentiality.

Practical use of a wide range of technical information protection of commercially generated by various organizations and firms allows you to create different variants of structures and architecture protection means adapted to the specific objects of protection and protection tasks required. Typically, such means are hardware and software means, wherein both combinations and ratios of hardware and software components of such agents have a wide range of variation.

Problem definition. To analyze the functioning of the technical information protection, and to note the characteristics of their work in solving problems of information security protection object. Substantiate the determination of the reliability of the characteristics of protection means for solving current and projected performance monitoring researched protection means.

Turn to the presentation of the results of research, using the results of publications on modern methods of information protection. Information Technologies and technical means of protection, as well as measuring instruments, including [1-6].

Research of the functioning of a technical device information security can be performed in two directions:
1. Measuring means, which in the functioning forms the primary measurement data for the tasks on information security;
2. Technical means for performing the tasks of information protection.

Therefore, at the beginning of the analysis of the functioning protection means as measuring means, which are formed primary measurement information as measurement data.
Such devices can be classified according to the principle of action transducers - sensors that convert physical fields studied in information signals. Examples of the most commonly used types of sensors on the practice of information security solutions are: radiowave; acoustic; seismic; barometric; ultrasonic; piezoelectric; magnetostrictive; electrical and others.

The question arises: what characteristics means of protection must be determined in the monitoring process that would more fully characterize its condition?

In this paper, based on the results of [1-6] proposed to consider the operation of the test as a means of non-standard operation of measuring equipment. The main characteristics of the process used to monitor the characteristics of metrological reliability means of protection. It enables to use [1-6]: theoretical foundations, techniques, information technology, hardware and software and information security systems; powerful theoretical apparatus of the theory of reliability and metrology; large volumes of test data operation of similar facilities and systems; development of modern information security, including mathematical and software, to conduct a study the functioning of similar means at all stages of their life cycle.

This line of research for monitoring the operation of technical protection of information is relevant and important, but also makes it possible to carry out the monitoring process in automatic (automated) mode.

Rationale for monitoring the operation of technical information protection proposed to be considered as a process of study of functioning means to assess their current and / or projected its states to ensure that the required protection functions. The main characteristics of the process used to monitor the characteristics of metrological reliability protection means.

Investigated protection of information is a non-standard measuring equipment, designed to measure, conversion, and problem solving of information protection of both hardware and software components of the object of information protection. When operating funds is observed as metrological and not metrological failures. The means refers to maintainable, reducing agent. Indicator of the reliability of such remedies should include the intensity of catastrophic failures, mean time between failures, operating time between failures, the probability of recovery, mean time to repair, availability factor and the coefficient of technical use. Change the values of metrological characteristics of protection over time due to aging, deterioration and accumulation of physical and chemical abnormalities in the nodes or elements of means caused by the interaction with the environment. It basically refers to the hardware components of means of protection. The rate of accumulation of incremental changes depends primarily on the used materials and technologies when instability of metrological characteristics of the time can have a direct impact on the correctness of decisions.

Indicators of metrological reliability means characterizes the one hand the value of the metrological characteristics, on the other - metrological serviceability of protection means in time by determining the likelihood that a given interval of time of use does not come metrological failure. In this case, the metrological characteristics as an indicator of reliability must be considered a random value - the value of the metrological characteristics of means of protection in fixed time and
deliverables. Metrological failure occurs when the metrological characteristics reaches a limiting value of the normative and technical documentation on means of protection and determined the accuracy class.

Value indicators of metrological reliability depends on the type of connections between elements forming part of means of protection and its structure, characteristics of non-stationary random processes, change the parameters of these elements and tolerance in metrological characteristics. Metrological characteristics change occurs slowly, so the metrological reliability can be predicted. To solve the problems of metrological forecasting failures protection means necessary to identify the dependence of its metrological characteristics of changes in the physical characteristics of the means of protection, as well as influencing factors. For example, the ability to predict failure of metrology can be accomplished by monitoring the change of one of the parameters for which measurements can be carried out in the operation of means of protection [3,4].

In the study of protection means as a means of measuring technology core components - the device is measuring channel. It is known that the measurement channel consists of a primary transducer (sensor) which converts the original action, as studied in the physical quantity measuring signals. Subsequent measurement channel converters perform various operations amplification, filtering, normalization of the output signal of the measuring sensor for the further execution of analog-to-digital conversion using the ADC, as the basic operation in converting the measurement signal its digital equivalent. Thus, we obtain a digital signal with discrete time and quantized levels of signal values. In the future, such a digital signal is a source of information for solving a variety and diverse tasks of information protection.

Proposal to consider the functioning of technical information protection as the operation of measuring devices is debatable. But such a proposal greatly increases the efficiency and reliability of protection means under:

− the development of modern information technology of information protection of critical facilities including aerospace, nuclear power plants, facilities and systems of a defensive nature;
− using the methodology of creating effective and reliable means of protection at all stages of their life cycle, from the design of the project, engineering and technological documentation, conducting a wide range of simulation, in most cases, computer experiments on measuring the development of different variants of the structure and architecture means a considerable amount of natural test;
− determining the metrological reliability of protection means that enables to take into account not only explicit element failures, power modules and means, but also "hidden" - not explicit metrological failures;
− presentation of high efficiency and reliability requirements of so-called "soft hardware" - which includes information support of mathematical, algorithmic and program maintenance;
− implementation methodology of the current and projected performance monitoring information security devices during operation, the repair and recovery operations, work on modernization.
Conclusions

On the basis of analyzing the functioning of technical information protection certain characteristics of such funds. In solving problems of protection on the first stage, transformation actions unauthorized access, as well as natural phenomena in the measurement signals and then solving the problems of protection of hardware and software components of the object of protection. To ensure the effective and reliable operation of protection means proposed to carry out monitoring of the current and projected the functioning of means of protection and determine their characteristics of metrological reliability.
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The problem of the lack of a common terminology in the field of critical infrastructure protection in Ukraine forced to turn to the experience of the world leading countries. This article presents an analytical research of the legal framework developed states in the world on identification basic assignment criteria of the elements to critical infrastructures. The obtained results will be useful for development of classifying methods of certain facilities to the critical information infrastructure.

A variety of variations using terms associated with critical infrastructures in different countries, determine their common features that can be used to determine the criteria for critical infrastructure. Analysis of the sources [1,4,5], which are devoted to the problems of critical infrastructure protection, pointed to an inconsistency of the laws of different countries, the lack of a clearly defined list of relevant facilities, imperfection of mechanisms for assigning objects to critical (main factor inhibition of strategies Infrastructure Protection) etc. Each state defines its critical infrastructure in terms of the criticality of individual sectors or the importance of certain services for the state's economy and security of society.

The main obstacle for standardization in the field of critical infrastructure protection is the specificity of each country, such as a variety of national needs and problems, depending on the region and level of development. However, among the number of definition variations, there is a common feature of the critical infrastructure of different countries in the world – it is crucial for the security of citizens, society and the state.

The absence of the concept of critical information infrastructure in the legislation of some countries can be explained by the fact that information component is included in the concept of infrastructure in general (i.e., critical infrastructure) and not allocated as separate link. However, it should be noted that the interpretation of the term in different countries has a clear analogy. For example, Australia, Canada, Netherlands, United Kingdom and the United States, according to [1] adopted a common point of view, describing the critical information infrastructure as «the information systems (software, hardware and data) and services that support one or more critical infrastructures and the disruption or outage of which causes severe damage to the functioning of that dependent critical infrastructure(s)»

Access to services that support certain standard of living, and access to effective relationship between state and citizen is crucial for the proper functioning and development of the modern state, society and economy. However, it is important not to confuse the inconvenience with criticality. Not all services, the humanity got used to, are crucial that's why their correct identification is critical. To this end, the criteria for identifying critical infrastructures have been specified in the EU
Directive [2]. According to which each state should identify potential critical infrastructure that meet two main groups of criteria - cross-cutting and sectoral.

**Cross-cutting criteria** should include:
1) Casualties criterion (assessed in terms of the potential number of fatalities or injuries);
2) Economic effects criterion (assessed in terms of the significance of economic loss and/or degradation of products or services; including potential environmental effects);
3) Public effects criterion (assessed in terms of the impact on public confidence, physical suffering and disruption of daily life; including the loss of essential services).

In Poland intersectoral criteria – a limit thresholds based on the severity of the impact of the disruption or destruction of a particular critical infrastructure [3]. They shall comprise the following: casualties, financial consequences, evacuation, loss of service, reconstruction time, international effect, uniqueness.

**Sectoral criteria** should take into account the characteristics of individual sectors of critical infrastructure. They define the characteristics or features of objects included in the critical infrastructure.

In the United States, according to [4], decided to divide the critical infrastructures to those which associated with international organizations (energy facilities, transportation, banking and financial systems, and telecommunications) and those that are not associated with them (water supply, emergency services, public administration).

Critical infrastructure objects that are connected and not connected with international organizations are divided into three categories:
- Vital (NPS, HPS, waterworks, objects of strategic storage of oil and gas, hazardous chemical and petrochemical production, warehouses of nuclear materials and ammunition);
- Extremely important (energy systems, underground, water supply lines, underground sewer systems, pipelines);
- Important (seaports, wastewater treatment plants, mainline buildings, major airports and communication centers).

In determining the elements of critical infrastructure, hierarchy of criteria include the following main groups [5]: economic security; life safety and health; national security and defense; national self-esteem and image of the state. Consider the construction of criteria for determining critical objects on the example of Russia, the criteria are grouped according to three parameters [6]:

**The criteria of significance of the object for the economy of the state:**
1. The annual cost of production output (mln);
2. The total number of personnel (thousands of people);
3. Carrying amounts of assets (mln);
4. Proportion of primary products produced by the object in the same type of products manufactured in the country (%).

**The criteria relating to reputational damage of the state:**
5. Violation of control of the state or region;
6. Harming to the authority of the state, including in the international arena;
7. Disclosure of state secrets, confidential scientific, technical and commercial information;
8. Violation of combat readiness and combat effectiveness of the Armed Forces;
9. Infringement stability of the financial and banking systems.
Potential threats for the population and territories:
10. The large-scale destruction of national resources (natural, agricultural, food, industrial, information);
11. The area of infection (contamination) in the event of an accident at the facility;
12. The population that could be affected in the event of an emergency at the facility;
13. Violations of life support cities and towns;
14. Massive violations of law and order;
15. Stopping continuous production;
16. Accidents and Disasters regional scale.
Critical infrastructure objects are divided by category repercussion on different areas and sectors: economy, finance, the environment, health and safety, technological environment, the duration of exposure.
Also criticality can be described by three general properties [7]: a critical proportion; critical time; critical quality.

The critical proportion includes aspects such as the number of items, assets, infrastructure nodes, number of clients served, number of service load and power of resources. Many sources are using criteria of influence such as number of victims, wounded, or economic loss. They all point to the same thing criterion, the critical part (fraction), expressed in different types of measuring impact.

Critical time summarizes all aspects related to time. These include the duration of the outage, the speed of adjustment, the average time to repair or restoring of functionality.

Critical Quality summarizes aspects such as the quality of the delivered services, and includes public confidence to the quality. The lack of quality or loss of consumer confidence in the product or service is one of the most important criteria for infrastructure.

All aspects of the criticality are pointing to the existence of a certain threshold; the overcoming of which is beginning to seriously effect the infrastructure system and other infrastructures or populations that are depends from it.

Many models and methodologies of critical infrastructure protection made considering available resources on the base of the criterion of "efficiency - cost". Most methodologies are include, in varying degrees, next elements [4]:
– Identifying important objects and identifying those of them that can be considered to critical infrastructures.
– Identification, description and assessment of threats;
– Assessment of the vulnerability of critical infrastructures from side of different specific classes of threats;
– Determine of the risk (i.e. the expected consequences of specific types of attacks on specific types of objects);
– Determining ways of reducing emerging risks;
– Determining of priorities in selecting measures to reduce risks on the base of own strategy.

Conclusions

Thus, in this work was carried overview of general criteria of identifying critical infrastructures in different countries. As result of analysis of regulations and scientific sources, in the approaches to the determination of the critical infrastructure of different countries, the key characteristics of critical infrastructures division by categories of importance and categories of consequences were detected and identified. Obtained results will be useful in future researches for developing sectoral criteria and methodologies of objects assignment to critical infrastructure.
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Analysis of modern methods and neural network models estimate the parameters of the security of information systems. Definitely their shortcomings. The ways of improvement.

In accordance with the results [2, 4], neural network methods and models for assessing the security settings of information systems (IS) is one of the basic directions of development of software modern information security systems. However, under the concept of IP security option we mean physical quantity characterizing associated with providing confidentiality, integrity and availability of information. Also note that a large number of false positives, and long term instability of training, lack of adaptation to the many features of the current state of IP significantly limit the practical value of these methods and models. So should urgently resolve the problem caused by the need on the one hand and prospects of using existing neural network recognition means, and on the other the lack of adaptability of modern methods and neural network models to the terms of use. Thus the aim of this work is to determine whether the modern methods and neural network models to the terms of use systems of information protection. In accordance with the specific purpose of works devoted to the analysis of the use of neural networks (NN) in mass recognition cyberattacks determine vulnerabilities and security settings management information systems. Here is a brief description of these works.

In [14] the method of determining the input parameters of neural network, designed to detect Dos-attacks on WiFi-networks that use standard protocols of IEEE 802.11. In applying the method provides a set of functions of the MAC level. The experimental study confirms the results of which improve the efficiency and accuracy of the neural network to recognize the attacks of the specified type.

[13] devoted to the use of additive neural network to recognize spam. We have promising applications of NN. The possibility of processing recognition results graphically.

In [11] The use of neural network to detect DDos-attack in the early stages of implementation. NN is used to determine the allowable transmission delay of packets in the network.

In [15] proposed a new methodology for training neural network designed to detect attacks on IP. Used NN enrolled by back propagation.

[12] devoted to the detection of malicious software by using neural network. A borrowed from bioinformatics method for determining the pieces of code that will be used as input parameters of NN.

Work [16] devoted to the development of Intrusion detection based on neural network adapted for training by back propagation. The results of the
experiments confirm the effectiveness of the model in recognition of attacks signatures are presented in a KDD-99.

In [18] presented an approach intrusion detection type «SQL-injection" with NN. Proposed to consider the problem of determining malicious SQL-queries as a problem of time series prediction. Recurrent NN Elman’s and Jordan’s types was used. The results of experimental studies that were conducted on the basis of portal Php-Nuke, confirming the promise of the proposed approach.

In [17] examined the use of neural network to recognize butkitiv. Used NN from direct spread signal is trained by back propagation.

In [8] for solving the problem of detecting network attacks proposed to use a special binary NN that has two important properties: it is adapted to solve problems in which the input data is a complex multiply and fractal structure; teaching method is direct computational procedure and is not limited to finding a global extremum complex nonlinear function that does not impose any restrictions on the fundamental dimension of the problem. In this paper, there are no experimental data, which complicates comparative analysis.

In [4] considered an abstract mathematical model of DDoS-attacks (Distributed denial-of-service) such as SYN Flood and provides a method of identifying at an early stage, using mathematical tools of fuzzy NN. To formalize the expert knowledge about DDoS-attack was created five linguistic variables, each of which describes one of the components of the vector of parameters. Program with trained classifier showed good opportunity to detect SYN Flood-attack.

[10] devoted to research the possibilities of using hybrid neural structures like CounterPropagation to detect network attacks.

In [7] proposed a method for constructing cumulative IP traffic classifier for the classification of computer attacks. In the method used combining neural detectors, each of which is trained to recognize a particular type of attack. The detector is a three-layer NN, which the hidden layer as applied Kohonen network.

In [5] A method of constructing a model for training NN that is used to find networked computer attacks using software complex «Snort». Used multilayered perceptron. To optimize the structure used so-called "constructive algorithms", based on the method of dynamic allocation algorithm based on elements Barleta.

In [9] was established adaptive intrusion detection system based on teamwork Kohonen maps and multilayer perceptron performing the task of clustering and classification of data. Intrusion detection, which is carried out in several stages, made possible by the fact that in a database expert system paid in information about changes in the behavior of a particular item for some length of time. It is shown that the optimization of the architecture will improve the accuracy and efficiency of recognition. In [4] established a generalized model of computer attack and method of automatic detection for the monitoring of the behavior of distributed objects ICS and their interaction. Work aimed at improving the general theoretical approaches to detect network attacks and is somewhat an overview.

In [1] The process of recognition of network attacks using multilayer perceptron, Kohonen maps and radial basis function networks. Through numerical experiments determined that the best type of NN is Kohonen map. However, in the
absence of a clear description of the optimization criterion and the experimental parameters NN cast doubt on the claimed results.

In the papers [2] to detect viruses is suggested to use the Kohonen map, which operates under the principles of artificial immune systems.

In [1] proposed methods for compressing feature space used in the NN to detect network attacks. The numerical experiments show that a positive result is to reduce the duration of NN learning process.

In [6] developed a method for determining the optimal type of architecture NN. Also, using numerical experiments, we prove that the optimization of the architecture will improve the accuracy and efficiency of recognition.

The analysis determined that the modern methods and neural network models may universally characterized by the following parameters:

- $P_1$ - preprocessing of input parameters,
- $P_2$ - optimization with one criterion of type of architecture,
- $P_3$ - optimization with several criterions of type of architecture,
- $P_4$ - optimization with one criterion architecture parameters,
- $P_5$ - optimization with several criterions architecture parameters,
- $P_6$ - optimization method of teaching,
- $P_7$ - using of expert rules.

The values of the specified parameters exhibited by 3 point scale are given in Table 1. The parameter is -1 when not provided, 0 - when provided indirectly and 1 - when provided directly.

<table>
<thead>
<tr>
<th>Source</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
<th>$P_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>[2]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[3]</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>[4]</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[5]</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[6]</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[7]</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>[8]</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>[9]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>[10]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[12]</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>[13]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>[14]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>[15]</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>[16]</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[17]</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>[18]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>
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Conclusions

Defined the parameters, the use of which allows us to estimate the main characteristics of modern neural network methods and models used in cyber attacks recognition systems, recognition of vulnerabilities and management of protective equipment.
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SOFTWARE FOR AUTOMATED BOOKTEXT MANIPULATION

The basic concepts which have been used in the new program environment of texts editing “Intelligent book” were considered. The primary goal of program environment is creation of electronic books with the content which automatically changes according to the level of information presentation depth. The basic mechanism of program work is settled on creation certain connections between text blocks, which allow to correct view of questions representation, which are revealed in the given text, automatically.

The problem of automated detection the text content is not new. For over than 30 years both separate scientists (Leont’eva N.M.) and scientific departments of number of institutes, primarily in Russia (The Institute of Linguistics of the Russian State Liberal University, The Institute of informatics problems of RAS, Russian SRI of Artificial Intelligence, The Kazan’s state University [1] etc.) are engaged by this problem. The results of scientific researches became separate programmatic developments – Dialing, Politext, Galaxy-ZOOM, and even open-source projects (one of the most known is the Automatic text processing [2]).

But there is a task which has no decision until now – it is creation of adequate to the necessities of concrete user electronic variant of book product by the help of computer programs in the automatic mode. Even approaches to the decision of this scientific task are not enough formalized or take contradictory character until nowadays.

That, as soon as work reaches to recognition of text sense or even logical construction of connections between heterogeneous information in the book text, one have to use knowledge and ability of experts from the proper field of knowledge and bibliography. The necessity of personnel training, mediocre speed of information treatment, subjectivism, possibility of errors, and on the whole – a high cost of treatment the large volumes of text, does expedient development and use of software for automation of this process.

Exactly on crossing of these two directions – automatic text processing and development of bibliography-robot, – lies the idea of creation the software environment «Intelligent book».

The basic task of this software environment is creation of electronic books with content which automatically changes according to the level of information presentation depth. This product on nowadays design time needs «hand» tuning (what in course of time possibly will be transferable on automatic) and provides the performance of the followings objectives:

1. Creation of the book itself;
2. Determination of the complete plural of connections between the book’s text and it’ content;
3. Filtration of the given information on the basis of the personal interest of user of questions which are lighted up in a book.
Conception of the «Intelligence book» software product construction

The given problem needs the decision of the followings two questions:

1) Correct fastening of text elements, what will allow to represent information both in a complete form and as an abstract; thus an abstract form must maximally pass the common content and, at a necessity, expose the separate fragments of text, which can interest a reader;

2) Adjusting the flexible mechanism of watching the personal interest of reader, this will allow him to give the timely access to necessary information.

If the decision of the first question can be laid on the textbook author or group of experts which determine the richness of separate text elements content, the second question lies on the crossing of psychology and programming, where the basic task of programming is watching signs of the personal interest in text, among which are direct and sides signs.

The personal “interest” concept does not have a clear determination in psychology until now. There is a point of view, that attention is determined as an arbitrary or involuntary orientation and concentration of psychical activity on some object of perception. And this concentration does not appear in a “clean” kind.

Unlike cognitive processes (perception, memory, thought, etc.) attention does not have the special sense (determination); it appears as being inside of these processes and inseparably from them.

Basic properties of attention in this case are volume, concentration, firmness, oscillation, switching. The volume of attention is measured by the amount of objects which are perceived simultaneously. The objects incorporated according to their sense are perceived in a greater amount, than not incorporated. For the grown man the volume of attention is equal to 6-8 objects. Separately here distinguish involuntary and arbitrary attention [3].

First who made an attempt to expose the concept of attention from the mechanical point of view was Ribo in the motive theory of attention, and later this approach was developed in behaviorists and reflexologists. In this case attention is taken to the reflex options. The second attempt was related to the theory of Gestalt psychology and reduced the phenomenon of attention to the structures of the sensory field [7].

There can be no doubt that reflex options act substantial part in initial, most primitive forms of attention. It is well known that influence on the organism of some irritant usually cause organism to reflexly adapt to its best perception. Thus, for example, influence of sound on the ear-drum irritant cause a reflexive turn toward the source of sound. Obviously, that using this principle it is possible to watch and general signs of attention to the text for a reader. As basic elements for attention control were select:

1) Time of being on a page (only a middle area gets out, because a very rapid transition means absolute incuriosity, and large time of revision can mean the loss of the personal interest) is a basic parameter of control which relates to direct properties of attention. (In subsequent modifications of the system this parameter must change automatically, depending on the features of concrete user);

2) Motions of manipulator (for every reader there is a scenario of the interested transition – transition without the rapid returning on the page of content –
in which the set of motions enters by a manipulator during the revision of text). This parameter needs the special tuning on a user and relates to the second proper-ties of attention.

**Technology of the correct text elements fastening**

For the correct fastening of text elements, which will allow representing information both in a complete form and as an abstract, it was decided to present content of book text. There are three levels information presentations in the program. They are intended to grant the information to concrete user in the volume in which it is needed on the first stage of the personal interest.

The first level: it is a text without any reductions and treatments. This level is intended for use of readers who are only introduced the thematic of a book.

The second level: at this level the text of book passes certain processing (more detailed it is described below) which will allow the user with a shallow or middle knowledge of book subject to obtain most exact information, without a necessity to read what he already know.

The third level: information at this level passes the detailed treatment. User at this level has only a common picture of the book subject and requires just separate exact theorems and formulas without any explanations.

On each of these three levels it is necessary to give user the possibility of access to the searching sys-tem, which allows finding all necessary connections in a book, which could not get to the authors needed connections.

Inserting own semantic connections can be presented as a separate branch of the program development. But this mechanism will require not only grant permission for user to the management of semantic connections, but also requires creation of separate instrument for verification contradictory connections of absence.

**Programmatic facilities of watching the personal interest by text contents**

The question of watching personal interest of reader needs programmatic realization of such functions:

1) Control of time being on the page which automatically translates all elements of this page on the proper level of representation (also all elements of text, which are richly in content related to the elements of this page, get greater status);

2) Control of transitions between elements, which have rich in content copulas (this control requires the flexible extra charge of opening the separate text elements status marks);

3) Control of indirect user actions, such as manipulator moves, keys pressing, copying and insertion of text elements into other programs.

Obviously time have to be a basic control parameter, what reader outlays on an acquaintance with the text element. But even the book author cannot exactly present the expected time of reading the select group of text fragments.

That is why the next formula of nominal presentation time calculation of the group of selected for showing elements was selected as a standard measure:

\[
T_N = \sum_{i=1}^{A} (K_i \cdot T_i) + T_F \cdot F + T_P \cdot P,
\]

where \( T_N \) – is normative time for consideration of selected text fragment which
consists of A indentions, F of formulas and P of pictures,

\( K_i \) – is amount of letters in an \( i \) indentation,

\( T_T \) – is mean time on reading of single character,

\( T_F \) – is mean time on understanding of one formula,

\( T_T \) – is mean time for consideration of one picture.

For determination of mean values of \( T_T \), \( T_F \), \( T_T \), which can be different for different users, is used program unit, at reading of text from screen, requires to push the button upon termination of reading, and at consideration of formulas and pictures – to answer question to them (time is taken into account only in the case of positive answers).

After determination of time, necessary for mastering of this text element, all elements related to him are opened for access and the additional opening marks begin to be counted for all connections of the first and second levels (after achieving the proper amount of total marks they also will open).

Thus user does not manipulate transitions from one level to other. But he gets possibilities to preliminary define the level of opening the text contents or specify on erroneous, according to his opinion, copulas.

As was said higher, user can get possibility of creation his own connections for adjusting of material opening procedure in obedience to own desires.

**Conclusions**

Potential of the use of similar software environment of books with internal semantic copulas is very high; in fact everyone would like to get necessary data quickly, without the considerable charges of time on an information retrieval, as in an ordinary book, and what is main – consistently.

Also a question of common acquaintance and receiving of the initial understanding of textbook or book content is important. Taking into account the large volume of information exactly the mode of acquaintance can be most used for work with materials of books in this software environment.

It is obviously expedient to consider possibility of application of this software product in the controlled from distance education at creation of electronic courses and books.

Certain application this program will also be able to get in works of bibliographies of scientific editions in matters of automation.
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ANALYSIS OF METHOD DEFENDS FROM DDoS ATTACK

In the article discusses methods for detecting and combating DDoS (Distributed Denial of Service) attacks.

A typical DDoS attack consists of amassing a large number of compromised hosts to send useless packets to jam a victim or its Internet connection or both. Internet has become the infrastructure of the modern society. The Internet architecture focuses on functionality and not the security. Inexperienced users leave their systems vulnerable to compromise. For example, using the vendor supplied default passwords, leaving auto-configure features in default settings, turning off firewalls, etc. makes it easy to gain root or administrator access.

And also very important here to guarding the net work by opening the firewalls with optimal plan by safely way to prevent Attack from another sites or hackers to avoid loss the important data in our Computers.

Distributed Denial of Service (DDoS) uses DoS as the basic building block. The main difference between DoS and DDoS attacks lies in its scale of attack and operation mode. This paper aims to provide an understanding of the existing attack methods: tools and defense mechanisms, so that a better understanding of DDoS attacks can be achieved. The goal of the paper is to simulate an environment by extending NS2, setting attacking topology and traffic, which can be used to evaluate and compare the methods of DDoS attacks and tools. Based on the simulation and evaluation results, more efficient and effective algorithms, techniques and procedures to combat these attacks may be developed.

One common method of attack involves saturating the target machine with external communications requests, so much so that it cannot respond to legitimate traffic or responds so slowly as to be rendered essentially unavailable. Such attacks usually lead to a server overload. In general terms, DoS attacks are implemented by either forcing the targeted computers to reset, or consuming its resources so that it can no longer provide its intended service or obstructing the communication media between the intended users and the victim so that they can no longer communicate adequately.

Denial-of-service attacks are considered violations of the Internet Architecture Board's Internet proper use policy, and also violate the acceptable use policies of virtually all Internet service providers. They also commonly constitute violations of the laws of individual nations.

The following are some proposed countermeasures that could apply to packet floods and congestion control exploits to detect, prevent, or counter attacks; a single defense could embody several mechanisms.

1. Path isolation – routers mark, sample or record packets to isolate traffic paths. Path information can be used to deploy filters on the path, or to perform fair sharing of resources.
2. Privileged customer – some customers obtain “passes” that allow privileged access to the critical resource, in form of capabilities, authorization to enter a dedicated overlay, knowledge of the server’s identity, etc. A defense prioritizes traffic with “passes.”

3. Traffic base lining – many traffic parameters are observed over time to learn their valid value ranges. During attacks, some parameter values will exceed their predicted range, which can be used to devise fine-grain filters or to isolate attack packets.

4. Resource multiplication – distributed resources are deployed (statically or dynamically) to sustain large attacks.

5. Legitimate traffic inflation – legitimate traffic is multiplied to enhance its chances to win in the fight for the limited resource.

On the passive side, protect hosts from master and agent implants by using signatures and scanning procedures to detect them (essentially an IDS strategy).

Monitor network traffic for known attack messages sent between attackers and masters.

On the active side, employ cyber-informants and cyber-spies to intercept attack plans (e.g., a group of cooperating agents).

This line of defense alone is inadequate.

An after-the-fact response.

IP Trace back: Identifying actual source of packet without relying on source information.

– Routers can record information they have seen.
– Routers can send additional information about seen packets to their destinations.
– Infeasible to use IP Trace back.
– Cannot always trace packets’ origins. (NATs and Firewalls!)
– IP Traceback also ineffective in reflector attacks.
– Nevertheless, it is at least a good idea and is helpful for post-attack law enforcement.

Performing DoS-attacks

A wide array of programs are used to launch DoS-attacks. Most of these programs are completely focused on performing DoS-attacks, while others are also true Packet injectors, thus able to perform other tasks as well. Such tools are intended for benign use, but they can also be utilized in launching attacks on victim networks.

Handling

Defensive responses to Denial of Service attacks typically involves the use of a combination of attack detection, traffic classification and response tools, aiming to block traffic that they identify as illegitimate and allow traffic that they identify as legitimate. A list of prevention and response tools is provided below:

Firewalls

Firewalls can be set up to have simple rules such to allow or deny protocols, ports or IP addresses. In the case of a simple attack coming from a small number of unusual IP addresses for instance, one could put up a simple rule to drop all incoming traffic from those attackers.
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More complex attacks will however be hard to block with simple rules: for example, if there is an ongoing attack on port 80 (web service), it is not possible to drop all incoming traffic on this port because doing so will prevent the server from serving legitimate traffic. Additionally, firewalls may be too deep in the network hierarchy. Routers may be affected before the traffic gets to the firewall. Nonetheless, firewalls can effectively prevent users from launching simple flooding type attacks from machines behind the firewall.

Some stateful firewalls, like OpenBSD's pf packet filter, can act as a proxy for connections: the handshake is validated (with the client) instead of simply forwarding the packet to the destination. It is available for other BSDs as well. In that context, it is called "synproxy".

**Switches**

Most switches have some rate-limiting and ACL capability. Some switches provide automatic and/or system-wide rate limiting, traffic shaping, delayed binding (TCP splicing), deep packet inspection and Bogon filtering (bogus IP filtering) to detect and remediate denial of service attacks through automatic rate filtering and WAN Link failover and balancing.

These schemes will work as long as the DoS attacks are something that can be prevented by using them. For example SYN flood can be prevented using delayed binding or TCP splicing. Similarly content based DoS may be prevented using deep packet inspection. Attacks originating from dark addresses or going to dark addresses can be prevented using Bogon filtering. Automatic rate filtering can work as long as you have set rate-thresholds correctly and granularly. Wan-link failover will work as long as both links have DoS/DDoS prevention mechanism.

**Routers**

Similar to switches, routers have some rate-limiting and ACL capability. They, too, are manually set. Most routers can be easily overwhelmed under a DoS attack. Cisco IOS has features that prevent flooding, i.e. example settings.

**Application front end hardware**

Application front end hardware is intelligent hardware placed on the network before traffic reaches the servers. It can be used on networks in conjunction with routers and switches. Application front end hardware analyzes data packets as they enter the system, and then identifies them as priority, regular, or dangerous. There are more than 25 bandwidth management vendors.

**IPS based prevention**

Intrusion-prevention systems (IPS) are effective if the attacks have signatures associated with them. However, the trend among the attacks is to have legitimate content but bad intent. Intrusion-prevention systems which work on content recognition cannot block behavior-based DoS attacks.

An ASIC based IPS may detect and block denial of service attacks because they have the processing power and the granularity to analyze the attacks and act like a circuit breaker in an automated way.

A rate-based IPS (RBIPS) must analyze traffic granularly and continuously monitor the traffic pattern and determine if there is traffic anomaly. It must let the legitimate traffic flow while blocking the DoS attack traffic.
**DDS based defense**

More focused on the problem than IPS, a DoS Defense System (DDS) is able to block connection-based DoS attacks and those with legitimate content but bad intent. A DDS can also address both protocol attacks (such as Teardrop and Ping of death) and rate-based attacks (such as ICMP floods and SYN floods).

Like IPS, a purpose-built system, such as the well-known Radware DefensePro, can detect and block denial of service attacks at much nearer line speed than a software based system.

**Blackholing and sinkholing**

With blackholing, all the traffic to the attacked DNS or IP address is sent to a "black hole" (null interface or a non-existent server). To be more efficient and avoid affecting network connectivity, it can be managed by the ISP.

Sinkholing routes traffic to a valid IP address which analyzes traffic and rejects bad packets. Sinkholing is not efficient for most severe attacks.

**Clean pipes**

All traffic is passed through a "cleaning center" or a "scrubbing center" via various methods such as proxies, tunnels or even direct circuits, which separates "bad" traffic (DDoS and also other common internet attacks) and only sends good traffic beyond to the server. The provider needs central connectivity to the Internet to manage this kind of service unless they happen to be located within the same facility as the "cleaning center" or "scrubbing center".

**Conclusion**

Internet has not significantly changed in recent years. Network resources remain limited and susceptible to consumption attacks, and systems still contain vulnerabilities, new and old, that either remain un-patched or are patched in a less than timely manner. Internet management is distributed, and each network is run.

Attack Detection and Filtering by two phases:

2) Attack Packet Filtering: Classifying those packets and dropping them.

(Overall performance depends on effectiveness of both phases.)

Effectiveness of Detection:

a) FPR (False Positive Ratio): No. of false positives/Total number of confirmed normal packets
b) FNR (False Negative Ratio): No. of false negatives/Total number of confirmed attack packets

And must be know that both metrics should be low!
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MODELS AND WIRELESS NETWORKS AS A QUEUEING SYSTEM WITH FLOW OF DEMANDS OF A COMPLEX STRUCTURE

The features of the capacity of wireless networks are studied. A problem of queueing system with a complex arrival process in systems of random complex calls is considered. The conditions for equivalent replacement of a system with complex calls with a system with simple calls have been found.

Wireless networks have been immediately implemented into our everyday life and took their sound position in network infrastructure of enterprises and organizations. Depending on the range of action and communication provided, all wireless networks can be divided into the following categories: wireless personal area networks, local area wireless networks, wireless metropolitan area networks and wireless wide area networks. Such networks use radio-frequency and light signals, which transmit information through air.

Considering the features of wireless networks, we indicate their capacity as a significant feature, which reflects their performance and efficiency. For example, analyzing the features of the capacity of wireless wide area networks (WiMAX), we can draw a conclusion about complex structure of the request, which comes to service [1]. Thus, in models of assessing the capacity of a wireless channel, the request, in contrast to the classical queuing theory, has a complicated structure. It consists of separate parts and each requires an appropriate service. Such multiplicity of servicing requests is typical of the processes of service in wireless networks at the expense of the discontinuity of signals coming through a wireless channel and transmission of the information from the source to the receiver.

Operation of a wireless interface in its access to network is complicated, as unsteady features of wireless channel increase significantly the values of delay and error probability in packet transmission. In wireless networks with such requests there might be different radio-frequency interferences, while servicing different parts of the same request. However, the process of modeling such system, is much more complicated than in the case of simple requests. Could a system with complex requests be replaced by the equivalent one with a simple requests in the sense of some criteria? that the equivalent change is possible with the implementation of the corresponding condition of temporary separation of requests. This greatly simplifies the modeling algorithm.

Every queueing system in abstract representation is a random operator, which converts the incoming arrivals in some function of time, which characterizes the queueing system work.

Let us denote \( X(t) \) the number of requests, received by the system at the interval \((0,t)\) for \( t > 0 \) and minus the number of requests at the interval \((t,0)\) for \( t \leq 0 \). Suppose, for example, \( W(t) \) is a virtual waiting time at the moment \( t \) (i.e., if
at the time \( t \) an imaginary request enters, then its waiting time is equal to \( W(t) \). As a result, \( W(t) = A_s[X(s)], -\infty < s \leq t \). Here \( A_s \) is an operator, which transforms one function to another (or more precisely, the value of this second function at the moment \( t \)). This is a random operator, since \( W(t) \) does not depend only upon the flow, but also upon the service time of the requests received.

Let us give a mathematical definition. Suppose we have queueing system, characterized by the process \( W(t) \) (this is not necessarily waiting time), as an operator of the arrival \( X(t) \).

Let us denote \( L_X[W(t)] \) the distribution law \( W(t) \) (i.e., the set of finite-dimensional distributions) of the random process \( W(t) \) for the given trajectory of the process \( X(t) \).

**Definition 1.** Queueing system will be called as a system with the \( \tau \)-renewal pulses, if for any trajectories \( X_1(t) \) and \( X_2(t) \) of the process \( X(t) \), coinciding for \( t_0 - \tau \leq t \leq t_1 \), the equality \( L_{X_1}[W(t)] = L_{X_2}[W(t)] \) takes place for finite-dimensional distributions, related to the values of the process \( W(t) \) at the interval \( t_0 \leq t \leq t_1 \).

As an example, let us consider the system of the type \( G/G/n \) with an inverted order of service and the displacement of requests. One has the arrival and service time distribution of the most general form. Requests waiting is not allowed. Suppose, that at some moment \( t \) a request arrived, and \( n(t) = n \), i.e., all the channels are busy. Then the new request displaces the request, that has come before everyone else, and takes its channel, and that one gets a refusal. This order of service is typical for some information processing systems: “fresh” information is more valuable than the earlier one. Assume, that equality \( L_{X_1}[W(t)] = L_{X_2}[W(t)] \) is fulfilled. Then it also will be queueing system with the \( \tau \)-renewal pulses; at the moment \( t_0 \) only those requests are served, which received after \( t_0 - \tau \), but nothing depends upon the rest ones.

**Definition 2.** Queueing system, which is not queueing system with the \( \tau \)-renewal pulses, no matter what \( \tau > 0 \) is, will be called queueing system with the \( \tau \)-unrenewal pulses.

The definition of the system with the \( \tau \)-renewal pulses itself suggests that operating such systems is much simpler, since at the limited interval (of the length of \( \tau \) only a finite number of events can occur. But the question arises: what is the reserve of systems with this property? There are many such systems and among them interesting for the practice systems of information processing. Here are some examples.

Let us consider queueing system of the type \( G/G/\infty \). The system has an infinite number of channels, the arrival \( X(t) \) and service time distribution of the most general form.

Let us denote \( B(t) \) the distribution function of service time of one request and assume, that \( B(\tau) = 1 \). The described system fits our definition, if instead of
$W(t)$, $n(t)$ — the number of busy channels at the moment $t$, will be taken. On the basis of $L_{X_1}[W(t)] = L_{X_2}[W(t)]$, it is obvious that on the interval $[t_0, t_1]$ there are no longer those requests, that have been received before the moment $t_0 − \tau$.

A similar ground can be given for a system of the type $G/G/\infty$ with the limited time of residence of requests in it, suggesting that this time is permanent or occasional, but does not exceed $x$.

Let us introduce the concept of the $\tau$-equivalence of processes.

**Definition 3.** Two pulse flows, finite-dimensional distributions of which coincide on the intervals of the length not more than $x$, will be called the $\tau$-equivalent.

Let us formulate the theorem about the $\tau$-equivalence of the flow of multiple pulses and flow of single pulses.

**Theorem 1.** Let $X$ be a Poisson steady flow of multiple pulses with the parameter $\lambda$. In every multiple pulse there is a random number $\nu$ of single pulses with the finite mathematical expectation $\nu$. Single pulses, which enter one multiple pulse, begin in intervals, greater than $\tau + \tau_1$, and the lifetime of any single pulse is not larger than $\tau_1$.

Under these conditions, the flow $X$ is $\tau$-equivalent to a Poisson flow of single pulses with the parameter $\nu\lambda$. The distribution function $B(t)$ of the pulse length of equivalent flow is connected with the characteristics of the initial flow $X$ by the following formula: $B(t) = \frac{1}{\nu} \sum_{k=1}^{\infty} p_\nu(B_{\nu,k}(t)+B_{\nu,2}(t)+...+B_{\nu,(k)})$, where $p_\nu$ is probability of partial value $\nu$, $B_{\nu,k}(t)$ is a distribution function of the $k$-th single pulse in the multiple pulse, which includes $\nu$ single pulses.

**Conclusions**

The problem of statistical modeling of the functioning of queueing system with complex arrival process is investigated. The conditions for equivalent replacement of a system with complex calls with a system with simple calls have been found. The results enable significantly to simplify the simulation algorithm of the operation and analysis of a complex system.
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This article is devoted to actual problems of a computer appliance implementation of neural-like systems in the context of specialized computer networks. The article proposes the expansion of the minimal interaction zone in the surface layer with gradual clustering — froth-method. The method considered in growing networks, using the algorithms of cellular structures and the growing neural gas.

Introduction.

The problem of neural-like systems development is not one decade. Special note this approach deserves in the context of special computer systems development that are designed and operate based on the rules and methods of artificial neural networks. The need for computer appliance implementation of neuron-like systems is caused by the low performance of software implementation and the absence of specialized hardware solutions [1-3].

For tasks, that require a minimum time of the decision, implementation on programmable logic integrated circuits (PLIC) and move to the release of neurochips leads to significant increase of the system performance.

The aim of this article is to present the principles of the computer appliance implementation of the neural-like systems on PLIC using Java Hardware Development Language (JHDL).

The design of the neural computing systems.

It is expedient to use JHDL for the of neuron-like systems design. The development process using JHDL consists of the following stages: description of the device on Java using JHDL classes; compiling device classes using the standard Java compiler; debugging and simulation device in a Dynamic Test Bench (DTB); generating device descriptions in Electronic Design Interface Format (EDIF); EDIF conversion to firmware bitstream using software manufacturer PLIC (for Xilinx can be Alliance or Foundation).

When developing PLIC, you can use existing modules: drives, multipliers, counters, delay lines, decoders, multiplexers, dividers, comparators, adders, etc. Hierarchical implementation of devices is possible due to a matrix structure PLIC, consisting of configurable logic blocks (CLB), as elementary cells.

Creation of the scheme of the neural network starts with the mathematical description and schematic diagram of the main cell — formal neuron (FN) (Fig. 1) [3].
Fig. 1. Schematic representation of the formal neuron

Or mathematically:

\[
dout = \sum_{i=1}^{4} a_i X_i,
\]

\[
nout = f(dout),
\]

the expression (1) is the transformation of inputs TN, (2) is the transfer function FN.

In DTB expression (1) is as follows (Fig. 2).

Fig. 2. The scheme of transformation of inputs TN presented in DTB
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For the design of very large scale integrated circuits (VLSIC) of neurochips it is advisable to use a package system modeling System View of the Elanix company. Using this system is being worked full structural scheme of the system at the algorithmic level, are calculated for a variety of temporal and spectral characteristics; noise immunity is analysed, taking into account characteristics of the real distribution of signals, depending on the type of the designed system.

Given matrix structure PLIC, consisting of configurable logic blocks (CLB), both of elementary cells on a chip, you can build a hierarchical blocks of higher levels of organization, such as adders, consisting of CLB. On the basis of adders then formed multipliers of multipliers – individual neurons and neuronal built fragments of the neural network. The principle of forming a hierarchical fragment of a neural network is illustrated in figure 3.

Initial array of elementary CLB allows on the basis of available libraries arithmetic units (adders, multipliers, Comparators and, ultimately, neurons) create a more complex structure with a high degree of parallelism of computational process and an extremely high performance due to the use of multi-level pipelining.

**Using the PLIC to build the neural computer network**

Programmable logic integrated circuits XILINX on a single chip enable you to build a rather large number of multipliers running simultaneously on a large frequency (up to 166 MHz).

![Fig. 3 Principle of the creation of neural network fragment on a XILINX PLIC](image)

If we combine a large number of external conclusions PLIC, developed structure of high-speed interconnects, increased rate of exchange between crystals (200 MHz), it allows to create on the basis of PLIS finished fairly regular fragment of a neural network, and then, implementing cascading PLIC simple connection specified for hardware cascading conclusions, to build the national Assembly of any configuration and complexity.

On one PLIC chip, you can create a fully integrated neural system functioning as a whole, or part of a neural network with broad opportunities
cascading. For the design of the national Assembly on the basis of PLIC Xilinx there are several stages (Fig. 4).

On the basis of the available libraries, which includes such parts as multipliers of various performance, capacity, structures, adders arbitrary capacity, implementation of various functions of activation and, ultimately, the neurons of different architecture and performance, you can build the regular segment of the neural network, for example, part of the layer with a fixed dimension of the vector of input parameters.

Fig. 4. The sequential stages of creation of a neural network on a Xilinx PLIC

The next step is based on the known dimensions of a network to make the layout of individual segments on PLIC chips (choice PLIC is determined by the required performance, cost, ability cascading etc) and to determine the interconnect. Here it is necessary to determine the structure of the controller that controls the process of learning network (in the General case it can be distributed in all PLIC) and the General process of loading and unloading data and standard network interface with external devices.

**Hardware implementation of the compute the exponential function**

To improve computing performance of neuron activation function like

\[
OUT = \frac{1}{1 + e^{-NET}}
\]

where NET is the signal, which is fed to the input neuron, OUT - the output signal has been proposed algorithm, and submitted the application for the invention of a device calculate the exponential function.
In Fig. 5,a presents the structural scheme of the device for calculating the exponential function, as in Fig. 5,b - control unit.

Fig. 5. The structural scheme of the hardware implementation of computing the exponential function: a - device computing, b - control unit

The device for calculating the exponential function works in the following way. The initial state of the device is determined by 14 key, that can be made in the form of push-button, 8th management unit. A signal is a logical zero tyres 34 block 8 management generates signal logical units at the entrance of the item HE 26, key 14 and the first output 27 block 8 of management, which comes on the installation inputs registers 1-3, setting them to zero status. The output signal of the item HE 26 through key 14 enters through the element OR 22 on the reset input trigger 16, setting it to zero state.

The algorithm of the device work is described by the following expression

\[ y = e^{\frac{x}{m}} = (1 - 2^{-m}x)^{\frac{m}{x}}, \]

where ‘x’ is the value of the argument, ‘m’ is given as an integer constant.

The constant ‘m’ is selected in accordance with the required accuracy of calculation of the exponential function \( y(x) \) on the interval changes arguments \([0; 1]\).
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Program implementation of a load balancing method

Program implementation of load distribution method consists of several parts: a server, the agents and client modules. Software modules are implemented in the Java 1.4 programming environment, so you can use them on many hardware platforms on many operating systems: Windows (2000, XP, 7), Linux, Unix, MacOS, BeOS. This provides an opportunity to organize calculations in the network with a variety of equipment [2].

Software implementation operates as follows. Through certain intervals from each computing node, the agent sends a UDP packet to the server with information about the load. The latest information is stored on the server. If the client needs to perform some task, it sends a set of specific parameters of this task on the server. The server takes this set to the input of the neural network and sends information about the load, which were received from the agent of the computer. This process is repeated for i=1..N, where ‘N’ is the number of computers in the network. Output network received the predicted time of the task for each of N computers, select the lowest value of time, and send the number of the computer, as well as the unique number of tasks to the client. After receiving information from the server, the client sends a challenge to the specified computer. Upon completion of the task the computer on which it is executed, sends a packet with the received number of tasks and data on the time of execution. The server performs a cycle of training of neural networks with the use of these data.

Communication between modules is organized using Fast Ethernet 1 (physical) and 2 (channel) layers of the OSI model, IP 3 (network) TCP and UDP 4 (transport). This allows to use the developed modules in the Internet.

Special agents gather information about the load of computer. The main component of the agent package is ua.kiev.geos.LoadMeter. This package has classes that are responsible for the loading of the agent, perform the procedures of collection, and respond to requests of the server about a load. The interaction between the server and the agent is using TCP/IP. The server sends an XML document to the agent that processes the document, and sends the response as an XML document. The request has the following form:

```xml
<REQUEST>
  <LOAD ID="1" CLASS="ua.com.cadis_east.LoadMeter.CCPUmeter"/>
  <LOAD ID="2" CLASS="ua.com.cadis_east.LoadMeter.CRAMmeter"/>
  <LOAD ID="3" CLASS="ua.com.cadis_east.LoadMeter.CNETmeter"
    DestAddress="193.108.121.35"/></REQUEST>
```

Solving limitations of neural network computing power

The problem of limited computing power can be solved by parallelization, but it is necessary to solve two problems:
1) the spatial organization of the neural network - that is how to distribute the neurons between the compute nodes while minimizing traffic;
2) the choice of learning algorithms and transfer functions for the cluster.

Also there are limitations in speed of communication channels [5]. Therefore, the main task is to solve the question of how to divide (cluster) the specialized computer network and minimize the data flows between clusters.
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Adapted algorithm split multi-layer neural network with the possibility of dynamic host clustering.

For an explanation of the approach to the construction of algorithm for separation of the neural network, which is caused by the limitations or speed channels, or the capacity of the nodes and provides dynamic host clustering computer network, on the basis of which created a neural network. Consider the example of foam on boiling milk.

Boil milk is rapid and transient in connection with the contents couple of bubbles under the mammary film. After the break through film milk foam fills all space and cascades on, forming a related substance.

Based on the above example boiling milk with the formation of the milk foam introduced a new name for this method - froth-method (froth - eng. 1) foam, 2) foaming; boil) [5].

Consider two algorithms that will be used in the froth-method of the network partitioning:

1) Adapted to the multi-layer neural network algorithm growth;
2) the Algorithm of monitoring restrictions and migration sites in froth-method

Algorithm growth adapted to the multi-layer neural network

1. Will train the existing sample. If the error is above an acceptable level, then go to p. 2, otherwise to complete the algorithm.
2. Search in a network neuron q with the greatest mistake

\[ q = \arg \max_{c \in A} E_c. \]
3. Add to this layer node r.
4. Add link between r and neighboring q.
5. If there is a connection in network (a, b), the weight of which exceeds the specified value 'wmax', add a new layer 'lc' between layers 'la' and 'lb' so that each node in 'lb' answered site in a new layer 'lc'.
6. Add link between 'la' and new 'lc' layer so that the nodes in the new layer have the same regard, as appropriate nodes 'lb'.
7. Add link between the new layer and 'lb' so that nodes descendants 'lb' had connections with hosts 'lb'.
8. Add link between the new layer and 'lb' so that the nodes are heirs of nodes with minimal error had connections with other nodes layer 'lb' with a fairly small error.
9. Remove connection with coefficients less certain wmin .
10. If the number of iterations less than set, return to paragraph 1.

The algorithm of monitoring restrictions and migration nodes in froth-method

1. If \[ L^q \geq L^{\text{Vol}} \] or \[ V^q \geq V^{Ch} \], go to p. 2, otherwise exit.
2. Select the layer with the highest level of growth \( l_j \):

\[ l_j = \arg \min_{l} \{ \text{avg}(A), \text{age}_l \} \forall l = 1..L. \]
3. Choose the most active areas of growth in the layer \( l_j \).
\[ j_y = \arg \min \{ \text{avg}(A), A \{age_y \}, \forall j = 1..J \] 

4. Form clusters, which is limited to the selected nodes:
\[ C_k = \{ n_j \}, \forall i = I_y..L, \forall j = j_y-1..j_y \]

5. Set neural network adapters [4].

6. Roaming clusters in available computing nodes with free communication channels \( N_d \).

**Conclusions**

In this article computer appliance implementation of load balancing in parallel computation networks was developed. It differs from the known models of the neural networks that allows distributing the load in parallel computation networks with less error of the task.

During the program implementation of this approach class library created:
- for computing the input values of the neuron, symmetric linear activation function, symmetric rigid step hyperbolic tangent, neural network training and classes that implement the proposed algorithm.
- Developed protocols for communication between servers that collect data about the tasks and the load of computational nodes, and server load balancing.
- For solving problems of separation of the specialized computer network and minimize data flows between clusters in case of the network growth, froth-method of dynamic growth area network is used.
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A mathematical method of solving of systems of nonlinear equations, produced by the numeral model of hydrodynamic problem, is offered. For the difference scheme on a rectangular calculation mesh it is suggested to utilize the iteration-based method of solving, based on the construction of auxiliary target function, the value of which characterizes the norm of discrepancy of the system.

Software applications and packages which perform various types of hydrodynamic calculations are widely utilized in modern scientific and design practice. For research of turbulent motion of liquids and gases, modern software complexes of hydrodynamic calculation are equipped with the sets of models of turbulence of different levels of complication [1].

Modern approaches for mathematical modeling of laminary turbulent and flows are mainly based on the supposition about acceptability of the Navier-Stokes equations description of flows and prognostication of their characteristics. (For turbulent flows statistical properties of flows ensembles, at identical from the macroscopic point of view external conditions, are examined). Numerous researches have been performed, – for example, described in the sources [2, 3], – which, in the opinion of their authors, confirm the supposition about adequacy of this model.

Direct Numerical Simulation (DNS), Large Eddy Simulation (LES), Reynolds-averaged Navier-Stokes (RANS) and some derived methods are the most common methods of hydrodynamic numerical simulation. There are also combined approaches, which combine those or other features of the DNS, RANS and LES, for example, the Detached Eddy Simulation method (DES).

Direct Numerical Simulation includes solution of complete Navier-Stokes equations, that allows to get instantaneous characteristics of a turbulent flow. In addition, statistics, got as a result of DNS performing, can be utilized for development and research of models of processes of turbulent transfer, development of methods for controlling turbulent streams, and others like that [4, 5].

Because of the limited possibilities of measuring technique, DNS can be used as an additional source of experimental data; for example, at research of such characteristics of flow as pulsations, pressure, vorticity, speed of dissipation of turbulent energy, and also for visualization of instantaneous picture of flow.

Obstacles to the wide use of methods of numeral modeling in practice are related to contradiction between high requirements to the calculation schemes and descriptions of initial and boundary conditions, on one side, and limited computing resources, on the other side. Solving typical modern engineering problems that include aero- and hydrodynamics calculation require the months of work of computer clusters. Application of such methods, as RANS, LES et al, allows to shorten the volume of calculations to a certain extent, in comparison with DNS, but yet does not lead to the ultimate solution of the problem.
Thus, development of such methods and approaches to the solution of the mentioned tasks which would allow to decrease the amount of necessary calculations is the actual scientific problem.

Let us consider a two-dimensional hydrodynamic task, described with the Navier-Stokes equations of the following form:

\[
\begin{align*}
\frac{\partial U_x}{\partial t} + \frac{\partial}{\partial x}(U_x U_x) + \frac{\partial}{\partial y}(U_x U_y) &= -\frac{1}{\rho} \frac{\partial P}{\partial x} + \nu \left( \frac{\partial^2 U_x}{\partial x^2} + \frac{\partial^2 U_x}{\partial y^2} \right), \\
\frac{\partial U_y}{\partial t} + \frac{\partial}{\partial x}(U_y U_x) + \frac{\partial}{\partial y}(U_y U_y) &= -\frac{1}{\rho} \frac{\partial P}{\partial y} + \nu \left( \frac{\partial^2 U_y}{\partial x^2} + \frac{\partial^2 U_y}{\partial y^2} \right), \\
\frac{\partial U_x}{\partial x} + \frac{\partial U_y}{\partial y} &= 0,
\end{align*}
\]

where \( U_x = U_x(x,y) \) and \( U_y = U_y(x,y) \) are components of the velocity vector along the \( x \) and \( y \) coordinates, accordingly; \( P = P(x,y) \) is pressure; \( \nu \) is the viscosity of the liquid; \( \rho \) is the density of the liquid.

For the compactness of record, let us introduce the denotations:

\[ f_{i,j}, f_{i+1,j}, f_{i,j+1}, f_{i+1,j+1}, g_{i,j}, g_{i+1,j}, g_{i,j+1}, g_{i+1,j+1}, P_{i,j}, P_{i+1,j}, P_{i,j+1}, P_{i+1,j+1} \]

where \( f_{i,j}, g_{i,j}, P_{i,j} \) are values of the functions \( f(x,y), g(x,y), P(x,y) \) in the point of calculation mesh under the number \((i,j)\); \( \Delta_x \) and \( \Delta_y \) are the steps of calculation mesh along the coordinates \( x \) and \( y \) accordingly. In equations of the system (5)-(7) the order of indexes corresponds to the alphabetical order of
variables (the first index corresponds to the \(x\) coordinate, the second – to the \(y\) coordinate).

It is proposed to utilize the iteration-based method of solving of the system of equations (5)–(7), based on the construction of special-purpose auxiliary function. Let us present the system (5)–(7) in the generalized form:

\[
\lambda_i(H) = e_1; \quad \lambda_2(H) = e_2; \quad \ldots \quad \lambda_k(H) = e_k .
\]

where \(\lambda\) – generalized operators which correspond to the left-part functions of the difference equations;

\(H = \{a_1, a_2, \ldots, a_n\}\) is a set of the generalized arguments, the elements of which are unknown values of the functions \(f_{*}, g_{*}, P_{*}\) in the points of the calculation mesh;

\(e\) are the values in the right parts of equations which do not depend on the generalized arguments \(a\);

\(k\) is the general quantity of equations of the system;

\(n\) is the general quantity of the generalized arguments.

Let us build an auxiliary function the value of which characterizes the norm of discrepancy of the system (8) at the intermediate (current in the iterative process) values of generalized arguments, found on the current step of iteration process:

\[
V = \sum_{i=1}^{k} (\lambda_i(...) - e_i)^2 .
\]

Let us introduce auxiliary differential equation which sets a condition on speed of convergence of the iteration process:

\[
\dot{V} + cV = 0 .
\]

where \(\dot{V} = \frac{\partial V}{\partial t}\); \(c\) – constant value – a parameter of quality of dynamic process of solution search; \(t\) – a relative (calculation) time, related to the amount of iterations of calculation process.

In the process of calculation the generalized arguments \(a\) change, and, in the case of convergence of the process, they approach the exact solutions of the system of equations (5–7). Therefore, there is an indirect dependence of the function \(V\) (9) on the relative time \(t\), as a result of presence of dependences \(a_j(t)\). Taking that into account, it is possible to write down:

\[
\dot{V} = 2 \sum_{i=1}^{k} (\lambda_i(...) - e_i) \frac{\partial \lambda_i(...)}{\partial t} = 2 \sum_{i=1}^{k} \left[ (\lambda_i(...) - e_i) \sum_{j=1}^{n} \frac{\partial \lambda_i(...)}{\partial a_j} a_j \right]
\]

and the auxiliary equation (10) gets the form:
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\[
\sum_{i=1}^{k} \left( \lambda_i (...) - e_j \right) \sum_{j=1}^{l} \left[ \frac{\partial \lambda_j (...) \partial \lambda_{ij}}{\partial a_j} \right] \right] + \varepsilon \sum_{i=1}^{k} \left( \lambda_i (...) - e_i \right)^2 = 0.
\]

Also, the auxiliary conditions can be used in the form of a system of equations:

\[
\dot{P}_i = -\varepsilon \frac{\partial V}{\partial P_i}, \quad \varepsilon = cV, \quad i = 1..k.
\]

Conclusions

A mathematical method of solving of systems of nonlinear equations, derived from the numerical model of a hydrodynamic task, was offered. The offered method is based on the use of an auxiliary function and contains the parameter of quality of dynamic process of search of solution, that allows to manage speed of convergence of the system. The offered approach allows the further diminishing of dimension of the search space, and organization of solution calculation problem on the multiprocessor or distributed computing system.

Possible directions of subsequent researches are: study of calculation efficiency of realization of the offered method in the case of two-dimensional and three-dimensional problems; optimization of expressions which are used for reduction of dimension of space of search, with the speed of approaching to the exact decision as a criterion; optimization of information processes of data exchange between blocks in the multiprocessor or distributed system; a study of possibility of application of the proposed method to the problems set on irregular meshes.
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AN ALGORITHM FOR INFORMATION PROCESSING IN IMPLEMENTATION OF LANDSCAPE DATA DYNAMIC LOADING

The use of Continuous Level of Detail (CLoD) approach for visualization of flight over the huge landscape is considered. For the tasks of visualization of aircraft flight, it is necessary to provide acceptable performance at high speed of movement. In order to achieve this goal, the algorithm of phased processing of chunks of the landscape is offered.

Multiresolution modeling, or multiresolution visualization, is a process that allows for adjusting the level of detail (LoD) of the presented scene, while maintaining a constant (or at least appropriate) frame rate and assuring interactivity to the user [1]. Multiresolution visualization has become a matter of interest for the last dozen of years, with development of various real-time applications, such as computer and video games, virtual reality and scientific simulation. As these applications require rendering of complex models for realism, graphics rendering engines include multiresolution modeling techniques, which have become widely used.

The multiresolution modeling techniques presented in the literature are classified by the criterion of the two main approaches to managing level of detail (LoD): Discrete LoD (DLoD) and Continuous LoD (CLoD). The DLoD approach manages a small number of independent levels of detail (LoDs), where each approximation or LoD represents the original object using a different number of faces. CLoD is introduced as an alternative which provides a wide range (virtually a continuous range [2]) of different approximations, such that the LoD can be adapted to the application requirements with a high degree of accuracy. CLoD has been extended to provide view-dependent LoDs, which is sometimes considered as a third approach.

There are some substantial differences between the two approaches (CLoD and DLoD) on the stages of model construction, data loading, and run-time rendering. Let us consider them in the application to a practical problem – to perform a visualization of the global landscape with the view from the unmanned aerial vehicle (UAV). Based on the scales and detalization, this problem may be classified as the problem of loading and rendering of the “huge terrain”. The “huge terrain” is the terrain that is many times greater that its part that can be viewed from any point of view, available for the system, and has the amount of information many times greater than the available space in the operative memory of the computer system.

It is quite obvious that for loading and rendering of a huge terrain its data should be divided into parts (chunks). Complete loading of the terrain is not possible due to the memory space and time limitations. At the same time, if one tries to process the whole data set, the speed of processing will be too low for real-time interactivity. The fact that such terrains are always seen partially also leads to the
idea of partial processing. Such an idea got the name Chunked Level of Detail [3],
also abbreviated as CLoD, and is a subclass of LOD [2].

Basically, the landscape is divided into the rectangular (or square) parts.
This promotes coordination and visibility determination operations.

After the division, the algorithm of visible parts determination should be
applied. The simplest visibility criterion is distance. In this case, one should define
maximal distance from which an object can be visible. In case of flight visualization,
it is possible also to chop off the parts which do not get in the angle of visibility.
Because any flying object can turn only with limited angular velocity, there is no
sense to load memory objects located behind that angle (except for the necessity of
reflection of back view). As a softer variant, it is possible to decrease distance of
visibility for the objects that lay outside of the angle of visibility.

At flight visualization, the higher the flying vehicle is, the more distant the
horizon line. In other words, the radius of visibility increases with the height
increase. At large values of heights, there may be necessity to render quite a large
piece of terrain. At the same time, distant parts will have little angular sizes and,
therefore, their exact rendering has no sense. As a consequence, one should
introduce and apply a special factor for the level of detalization of parts. This factor
should also be taken into account as a correction factor at visibility determination.

There may be two variants of algorithm of detalization change. The first one
requires that every element of a landscape had several models (resources) of
different detalization levels. The models should be loaded as needed. The second
way is creation of a certain quantity of separate elements in every part of a landscape
separate some number of separate detalizing elements. Every element will be
represented only at the certain range of detalization levels (while a level of
detalization is given as a numerical factor). It is possible also to unite these elements
hierarchically. The first method requires more memory, while the second method is
more difficult in realization. There is also a possibility to combine these two
methods.

The data loading algorithm is important factor of system productivity. Every
resource before its rendering passes the two stages: downloading from hard disk into
the main memory, loading and construction from the main memory into the
videomemory. Also, in the process of load, can be present information caching
(placing it into a temporal storage), which will accelerate downloading from a hard
disk. For example, cache may help to avoid the stage of recoding of an image, or to
hold a necessary file in the pre-loaded state). Cache operations may be considered as
the third stage.

It is possible to pass all of the stages at once, as soon as there arises a
necessity to display an object. However, such an approach will substantially
complicate loading and movement on a map; in many cases it will lead to place jerks
(usually called “popups”). It is possible to enter the factor of safety, connected with
the object sizes, and load less critical information in a separate stream (with lower
priority), then the elements of a map will be loaded beforehand, as possible. But
efficiency of this approach will be small, if there is a lot of parts and information
which must be loaded, which is just the case for the flight visualization problem.
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The second approach is to pass the stages beforehand and gradually. This approach is referred to as phase processing [4, 5]. In this approach it is needed to enter the two factors: the main memory radius and the cache radius. These radii are numerical characteristics that determine the necessity of specific pieces of data loading. At this approach, each chunk of data is classified as the chunk belonging to one of the three areas (Fig. 1). All the data that are outside the radius of caching should be kept on a hard disk as basic data. All the data that gets inside the radius of caching should be processed: the data that come from outside the system should be buffered in memory; the data that come from within should be written down in a hard disk cache. Such approach allows to promote the productivity and smoothness of loading, but at the same time it increases the expense of memory.

Fig. 1. The three areas of data chunks location. 1 – cache area; 2 – memory area; 3 – visible area.

Let us consider an example design of the system on the basis of all considered before. For the sake of simplicity, we will suppose that the information to load is the bitmap images of a map. Let us use the sequential (stage-by-stage) algorithm of loading, and limit detalization to the multilevel model detalization.

The program keeps metadata about every part of a map. The metadata include the size, position and reference (path, name) to the file with the loaded information. Consequently, we should have a "Map element" object, which will keep metadata. Because the subsystem of the map resources of card will be engaged in loading, metadata will contain references to the "Resource unit" object, in which the information necessary for loading will be kept.

The elements of landscape may be kept in a simple list. There is no sense to create a hierarchy. Using a list allows to perform quick check for visibility of the stored elements.

The resources subsystem consists of the list of resource elements. The "Resource unit" object keeps the unit state (current stage of processing) and pointers to the "Resource" objects for every stage, such as "File resource", "Cache resource", "Memory resource" and "Visible resource". The "File resource" object exists permanently and stores the path to the necessary file. The other objects can be created and deleted during work. Each object includes a function of creation of an
object of the next stage. At transition to the next level, unnecessary objects are
deleted, and corresponding pointers get the null values.

At each iteration of the cycle all parts of the landscape are checked for
belonging to the cache, memory and visibility areas. Depending on the area found,
the proper processing stage and the level of detalization are determined for each
piece of terrain data.

The procedure of determination of belonging to an area is done as following:
at first each vertex is checked for presence in the view angle (using the scalar
product of the vector of direction of a camera and the vertex vector). According to
the results, the verification radiuses of visible and invisible areas are corrected. Here,
the radiuses for visible areas may be enlarged and the radiuses for invisible areas
may be made smaller if necessary. Then the distance from a camera to the element
(rectangle) is calculated. Next, the obtained distance is compared with the
verification values of the areas. At this stage the level of detalization may be
determined.

Conclusions

The base algorithm of data processing for flight visualization over a huge
landscape has been proposed. It is further possible to perfect and optimize them for
minimization of expenses of memory and increase of the productivity. It is possible
also to obtain a greater smoothness utilizing multithreading and MPI (Message
Passing Interface). Provided the due optimization is done, the proposed approach is
capable to provide the high performance of load at high-speed flights. The basic lack
of this approach is a high consumption of main memory.

A method can be applied in navigational complexes, visualization software
of simulators and research projects. It perfectly fits for parallelizing and work over a
network.
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The models and methods of economic cybernetics, which are used in the process control of complex economic systems. Author determined specific software for the realization of economic and mathematical modeling techniques.

To solve the economic problems in order to obtain quantitative estimates and models in decision-making for the development of modern enterprises is to use tools that combines mathematical methods and solve certain classes of problems in economic cybernetics, in particular the problem of economic-mathematical modulation.

Methods of economic cybernetics focused on knowledge of advanced positions in the adaptation and application of new quantitative methods developed in other fields. Implementation of forecasting methods, mathematical modeling, neural networks and information theory is relevant and modern economic cybernetics task. The assets of their own methods of economic cybernetics important are systemic and system-approach, general systems theory applied to a new class of objects-economic systems and economic modeling, econometrics and economic forecasting. An important contribution to the development of economic cybernetics made work of a number of eminent scientists: V. Glushkov, N. Viner, S. Bir, V. Nemchinov, O. Lang, G. Grinevsky and others. The classic approach to the ideas of cybernetics is general systems theory and systems analysis, which focuses on coordination, interaction of the system with the formation of the structure as a whole [1].

Based on analysis of software implementation methods for economic cybernetics, you can select the optimization model and simulation, as well as models and forecasting methods.

In the simulation model the variables making model is the input - output result of a process model to simulate the objective function value that corresponds to this input variable value solutions.

Note that the application of simulation modeling are universal and specialized. By the universal software include programming languages with which you can build your own model. Examples of universal modeling languages are SLAM II, SIMSCRIPT II.5, SIMAN, GPSS/H, GPSS/PC, PC-MODEL, RESQ, application Simulink to the package MatLab and others. Specialized software, for example MAP/1 and SIMFACTORY, used for modeling specific manufacturing
systems. As a specialized software for modeling the process of a production are tools that allow you to specify the number of work centers, their description, the intensity of the receipt, processing times, lot sizes, volume of work in progress, available resources, and more. In addition, these programs allow the analyst to observe the production process of animated presentation and monitor the process of modeling in quantitative terms, and flows in the system [2].

Simulation models are mostly built for predicting in terms of instability and uncertainty factors that determine the operation of the facility forecasting, in the absence of relationships between factors.

In addition to the simulation models to modulate mathematical economic models include models and forecasting methods. The main purpose of this type of model - a researcher to provide information about the object of study in the future. In modern conditions in developing forecasts important to the further development and improvement of forecasting methodology.

Note that expert forecasting methods used in the cases when is not possible to take into account many factors influence the considerable complexity of object prediction; presence of high uncertainty information, or in the absence of information about the object prediction. By the classification of forecasting methods include: methods of peer review, formalized methods (math and logic) [3].

Methods of peer reviews allows you to create prognosis group of experts, based on their experience, intuition, creativity and imagination. In what experts are selected by a special technique. Expert methods of separation of individual and collective. The individual expert assessments includes the following methods: survey methods in the form of interviews and analytical method. Methods collective peer review include: the method of the “round table” method of “brainstorming”.

Formal methods are based on actual current information about the object and predicting its past development. By the logic most often referred historical analysis and a comprehensive method based on scenario approach.

The scenario approach – coherent description of the process of change in a cut-and-time object prediction, based on the situation that has developed. Description scenarios is considering time estimates.

The historical analogy is that the idea of the prospective state of object prediction is based on the model, is the last stage of development, to be held object prediction.

From the set of mathematical models used in predicting the trend, econometric and simulation models.

Trend model – mathematical model that describes the change in the projected rate depending only on time. It is represented as a linear function of one variable. It is not nothing but a prediction of the behavior of an object by extrapolating the trends of the object you are forecasting, revealed last.

Econometric model is different from the trend in that it addresses the changes in not only on time but also other factors. It is represented as a linear function of several variables.
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Simulation models are mostly built for predicting in terms of instability and uncertainty factors that determine the operation of the facility forecasting, in the absence of relationships between factors.

Adapted forecasting methods are based on the fact that the process of implementation of them is to compute successive time values predicted my index with regard to the degree of influence of previous levels. These include naive models, methods fluid medium and exponential smoothing, which provide continuous adjustment of extrapolation formula according to new data from the actual value of the index whose value predicted.

Note that the software implementation of existing models and methods that can occur with the use of various software tools. In particular, the optimization model and simulation modeling can be used by software such as Minitab, MatLab, POMWIN, MS Excel, Project Expert, SLAM II, SIMSCRIPT II.5, SIMAN, GPSS/H, GPSS/PC, PC-MODEL, RESQ and others. For models and forecasting methods – Minitab, MatLab, MS Excel, STATISTICA, SPSS, SAS.

Conclusions

The paper considers models and methods of economic cybernetics, which are used in the process control of complex economic systems. Point-but software tools, which are designed to implement optimizations and simulation-port models and forecasting.
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ANALYTICAL OPTIMIZATIONS TECHNOLOGIES FOR RECOGNITION OF AERIAL PHOTOS

In this article method of recognition system is defined using RGB-format. Using facilities of Microsoft Visual Studio represented methods on aerial photo. And analyze .NET technology for the optimization of programming code.

Introduction

Analytical technologies in the first place are needed people who make important decisions - managers, analysts, experts and consultants. Company profit in most cases depends on the quality of those decisions - the accuracy of forecasts, optimally chosen strategies.

The question of pattern recognition is relevant past 40 years and relevance does not decrease so far. So when developing software to control unmanned aerial vehicles (UAV) pattern recognition problem faced in the development of autopilot.

Pattern recognition has a wide range of use in the autopilot:
1) problem of determining the location of the UAV;
2) search certain objects on the ground, and so on;
3) patrolling moving objects;
4) analysis of area.

As test data we use an arbitrary image area. It should be images of acceptable quality and resolution. But given that arbitrary image, you need to take into account the uncertainty analysis. As a model for search you must select a unique part of the picture. This object has characteristics very well and clearly visible to the human eye.

1. Description of method.

With the image selected sample of size 375x300 pixels. This size is not significant and is equal to the size of fields in program analysis. Data Format - 32 bits per pixel in RGB-format. This format allows you to submit any color as three components (red, green, blue). This format is used for many sources of color are light sources such as screens monitors, TVs and more.

Software tools can track each color separately in 8 bit format. This can significantly reduce the required memory for storing images.

Also, depending on the character set can be present such as setting transparency. Length - 8 bits. The lower the number - the transparent image.

To start, load an image and draw a complex component that is a decimal display format code in RGB. This means Microsoft Visual Studio let us operate image as an array of points. For simpler processing transform each pixel in the array, because array access faster than taking the color of each pixel. Thus we get an array of colors for each point on the screen. For the first attempt selected image areas of road junction (Fig. 1), and the search is performed on the image of the road (Fig. 2).
The way a simple search of both arrays, we compare the full image of an image search. The comparison is for an integrated color value of the point. Since the color format consists of 24 bits, according have $2^{24}$ colors. It is 16 million colors. The human eye does not distinguish neighboring colors. And even colors with a difference of 10 is also difficult to distinguish. Therefore, there is the first option - sensitivity.

![Fig. 1. Original image](image1.png)

![Fig. 2. Search image](image2.png)

It appears first "reef." For example, the colors #969600 and #96960A with a difference of 10. But this difference is actually blue. In decimal form this number 9868800 and 9868810 respectively. But if you take the colors #969600 and #909600 is a significant difference in the concept of decimal 9,868,800 and 9,475,584. The difference of 400 thousand, but a difference of 6 units of red. Thus, we can conclude that the need process each color separately. Etalon has options 27x54 points. It is 1458 points for comparison. Original image has 375x300 points. To find the right bulkhead will need about 140 million cycles. Even with modern methods of computer technology it is very bulky volume and process.

Having considered the color values of neighboring pixels can be seen that they are very similar. And after 2 or 3 pixels color is not significantly changed. So should not conduct an analysis of each area, such as every second or third. This will increase the speed to 2 or 3 times, respectively.

Can we expect 100% match in this case? Of course not. But we get some suspicious sites and rate increases at times.
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Thus we have 35 million plus 109 checks on suspicious similarity plots. All areas are in close proximity to the original and may be the correct result.

Increase the sensitivity and reduce the chance to match: We have 208 squares, half of which are obviously untrue and have a very low coefficient of coincidence. Hence we can conclude that the increase in step with decreasing test sensitivity and threshold matching can speed up the algorithm and reduces the probability of the result.

All systems for pattern recognition with a rate coefficient as a false alarm and failure rate.

Coefficient of wear - the ratio of false positives to the total number of inspections. For the first case it is 0, the second - 0, for the third $3 \times 10^{-6}$. It is supposedly good, but believe that some nuances not taken into account as it complexity image and an array of test images is small.

Bounce rate - the ratio of failures to the total number of inspections. In all three cases, it is 0. This indicates a lack of the original.

In practical problems the system has some standards. This may be the faces of people, photos of products, objects on the map. Man thinks images. This enables identification of different shape, parameters. For each group of products is desirable to find the model parameters. For example, a set of lines.

One measure is the difference brightness points. When the point of equal brightness with the background, it merges with the background. Therefore, the difference brightness or color, we can build a model of standards.

Creating an album of samples increases stability, but increases the rate of false positives. A large number of elements of the album considerably slows down the algorithm is a generalized model is to simplify the search.

To investigate polygons it is recommended another system, for example neurosystem.

Proposed method is a method of pre-processing data to recognition on another system.
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**Code optimization**

All data stored in the system database, then we need to analyze how much impact the use of built-in tools programming environment on the performance.

The ability to create triggers on .NET platform in a general development environment (CLR) allows to take advantage of object oriented programming in MS SQL Server. Using CLR allows you to create database objects in languages VB .NET, C #, J #, C ++ environment .NET Framework, which increases the efficiency of development.

To test the standard means .NET platform to create database tables triggers a program that evaluates the performance of trigger, standard features built platform .NET, and compares its performance with triggers that are built by means of MS SQL Server and database work on the side. The program provides for analysis of three triggers: UPDATE, INSERT and DELETE.

The software application consists of the following components:

1. database with tables that contain a certain number of records;
2. customized triggers in the environment of MS SQL Server;
3. triggers that are implemented by means of platforms .NET;
4. The instrument automatically run scripts to perform operations on tables database;
5. module to calculate the average processing time of each operation;
6. reporting forms to the study.

The program is developed for Windows with the use of Microsoft Visual C#.

The program implemented two groups triggers to database tables, each of which carried three triggers (INSERT, UPDATE, DELETE).

General view window on startup (Fig. 4). Each group triggers different method of creating and storing. The first group was developed and preserved by means of platforms .NET, second group - the means of MS SQL Server.

This window contains three groups of values that include placing the results of 100 operations add, update and delete for tables with different number of records.

After executing the event handler for the component Button1 (this component is responsible for handling events Clicking the "Run query") is processing all created triggers and count the execution time of each operation.

The module contains a counting time the following code:

```
System.Diagnostics.Stopwatch w = new Stopwatch ();
w.Start ();
command.ExecuteNonQuery ();
w.Stop ();
```

This code runs the system timer before starting to execute the request and stops it after processing the request. After counting, the data are transmitted to the relevant fields that are placed on the form (Fig. 4).
Tables by which studied the performance triggers .NET compared to SQL triggers have the same structure to prevent impact on the performance of individual processing time records, and differ only in the number of records (1000, 10000, 100000 and 1000000).

**Table 1**

Summary results of processing speed triggers database

<table>
<thead>
<tr>
<th>Type of trigger</th>
<th>Number of records in the table</th>
<th>Performance platform based .NET, ms</th>
<th>Performance platform based MS SQL Server, ms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INSERT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 000</td>
<td>2.27</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>10 000</td>
<td>2.31</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>100 000</td>
<td>2.35</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>1 000 000</td>
<td>2.41</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td><strong>UPDATE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 000</td>
<td>1.71</td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>10 000</td>
<td>1.92</td>
<td>1.71</td>
<td></td>
</tr>
<tr>
<td>100 000</td>
<td>5.1</td>
<td>5.01</td>
<td></td>
</tr>
<tr>
<td>1 000 000</td>
<td>6.5</td>
<td>6.34</td>
<td></td>
</tr>
<tr>
<td><strong>DELETE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 000</td>
<td>2.5</td>
<td>2.02</td>
<td></td>
</tr>
<tr>
<td>10 000</td>
<td>7.01</td>
<td>6.91</td>
<td></td>
</tr>
<tr>
<td>100 000</td>
<td>7.13</td>
<td>7.01</td>
<td></td>
</tr>
<tr>
<td>1 000 000</td>
<td>8.11</td>
<td>8.04</td>
<td></td>
</tr>
</tbody>
</table>
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For all table triggers are executed according to an algorithm that checks the operation that was performed on the table (INSERT, UPDATE and DELETE), calculated a trigger, and before the end of the algorithm test condition further involvement manipulation operations on the table.

To obtain reliable data for reporting form filling conducted 100 operations that caused each of the flip-flops, and calculated the average time the relevant transaction. These values were presented in the main window.

Window to the data in Fig. 4 shows the results for one run programs after multiple runs of the program was obtained average values of each of the operations (Table. 1).

Conclusions

Using full-color images requires significant memory and performance. The shorter operands for comparison, the more operations are compared. But analyzing the results must take into account data representation format #RRGGBB and highlight the prevailing color in this type of image.

Determination of sensitivity is determined by external conditions and the experimental method. Step movement of the image is greater than unity - this will increase performance. But the maximum value should be set up according to the image. In this experiment used a 1/10 of the sample. Lowering the percentage of matches with the standard gives false results, but allows you to define the image of some disabilities or differences. But a simple neurosystem can complete this method for powerful instrument in UAV-software.

Experiments have shown that the use .NET platform does not affect the performance trigger, but simplifies their writing and subsequent processing while updating software applications.
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BASIC PRINCIPLES OF THE E-GOVERNMENT

This article provides basic information about the organization and technological support of the concept of e-government. Basic technological and administrative challenges of introducing the concept e-government in Ukraine

In 2010, the Cabinet of Ministers of Ukraine was approved by the concept of e-government in Ukraine [1].

As noted in this order, one of Ukraine's priorities is the development of the information society, which can be defined as a people-oriented, open to all and aimed at fostering innovative model of development, high-tech society in which every citizen has the ability to create and store information and knowledge, have free access to them, enjoy and share to allow each person to realize their potential for personal and social development and quality of life.

The purpose of implementing e-government in Ukraine is the development of e-democracy to achieve European standards of electronic public services, openness and transparency in government for human and civil, civic organizations and business.

The main objectives of e-governance are:

- improving the quality and availability of public services for the person and the citizen, simplifying procedures and reducing administrative costs;
- improving the quality of administrative and management processes to ensure control effectiveness of activity of state and local governments while ensuring an adequate level of data security;
- ensuring transparency of information about the activities of state and local government, access to it and to allow direct involvement of human and civil rights and civil society in the preparation and review of draft decisions taken at all levels of government.

The ordinance also emphasizes that the main component of e-government is e-government - the only automated information infrastructure of interagency cooperation of state and local government together, citizens and business entities.

The definition of e-government experts formulated on the basis of different principles [2]. Some authors prefer the descriptive nature. Others choose the applied aspect and just list the different application components. There is also a short technical definitions focus only on applied technological solutions and specific software; economic - focused on maximum efficiency of governance and so on.

Further we consider the definition of e-government as described in [2], namely, as an organization of public administration based on electronic processing,
transmission and dissemination of information, provision of public services of all branches of power to all categories of people by electronic means, the same means of informing the population on the work of public authorities.

This definition of e-government in itself involves the use of advanced information and communication technologies for the processing and transfer of information, its preservation, protection of databases used in public administration Internet technologies.

For data and information and communication technology, which should ensure the effective functioning of e-governance should include products that are based on proven industrial technology, using proven security model and provide:

- Computer infrastructure (network, telecommunications, software, information, organization, etc.);
- integration of data into a single information space based on client-server technology;
- license purity;
- organization of collective work of employees;
- regulated access to information resources of over LANs and the Internet;
- e-mail;
- Dissemination and sharing of information;
- electronic document;
- implementation of specialized applications;
- management of corporate knowledge;
- Managing workflow (workflow);
- Integration of relational databases;
- the possibility of modifying software applications;
- sending instant messages;
- conducting conferences in real time.

The development of e-government - is a complex process that takes a lot of material, intellectual and financial resources and requires the solution of complex legal, organizational, technical and technological problems, and e-government - is not partial technological solution, and the concept of governance, which is essential large-scale transformation of the information society.

Organizational and technological foundations of e-government.

Organizational and technological foundations of e-government should provide [3]:

- the development and widespread adoption of means to provide remote access to information about the activities of state and local governments;
- providing electronic public services using centers (points) to provide services based on single infrastructure automated information interagency communication and cooperation between state agencies, local governments and individuals and legal entities;
- Creation of a secure system of interagency electronic document;
- implementation of departmental information systems planning and reporting, and a unified system of monitoring the effectiveness of the executive;
• Formation of the regulatory framework governing the order and procedures for collecting, storing and providing data contained in public information systems, as well as control over the use of government information systems.

The main unresolved problems of implementing e-government.

As noted in [1], despite the rapid development in the last decade, information and communication technologies and their widespread use in government, remain unresolved following problems:

• lack of uniform standards and regulations of the system of electronic document using a digital signature, and maintenance of state information resources, adapted to international;
• inadequate regulatory and methodological framework that makes it possible to state and local governments, citizens and economic function in the information society;
• unregulated by law question of administrative services and appeals to state agencies and local governments through the Internet;
• lack of integrated national information resources and information interaction of state and local governments;
• limited access of citizens and businesses to information resources of state and local governments;
• poor quality and lack of administrative services provided to individuals and entities using electronic means;
• inadequacy of existing Government portal websites of state and local governments that do not provide the interactive mode of operation and the provision of administrative services in a "one stop shop";
• limited opportunities for electronic document management systems of state and local governments;
• lack of common formats and protocols, digital signature;
• low awareness of civil servants, local government officials and citizens on the merits and benefits of e-government;
• information slowness of libraries, archives and museums, which can lead to a deepening of "digital divide";
• lack of necessary financial and material resources and inefficient use.

Analysis of the existing list of unsolved problems suggests that a prerequisite for the application of new information and information and communication technologies in public administration are required streamlining of the current government. Without this preliminary arrangement governance application of new information technologies is possible only for informational certain of its functions.

With a certain conventionality fate unresolved problems can be split into groups, namely, those related to:

1 imperfection regulatory and methodological framework;
2 insufficient ordering of state power;
3 insufficient level of training of governmental officials from the perspective of understanding the essence of e-government, seeing it only as a posting on the Internet information and services;
4 lack of integrated national information resources and information interaction of state and local governments; limited possibilities of electronic documents of state bodies, local authorities, government agencies, organizations and other entities that form the national information resources.
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ELECTRONIC DOCUMENTS MANAGEMENT SYSTEMS OF HIGHER EDUCATION INSTITUTIONS AS A COMPONENT OF E-GOVERNMENT

This publication describes the basic questions of electronic document management system of higher education institutions as part of the concept of e-government.

Consider the university as a great organization (corporation) that is stable diversified geographically distributed structure that contains all necessary management support system and operates on the principles of decentralized management.

Main characteristics university as a corporation mainly typical representative of a family of large organizations and interest in that capacity:

1. The scale and distributed structure.
2. A wide range of activities that are subject to automation:
   - office automation and control of orders and decisions;
   - financial management, accounting, budget accounting, payroll / scholarships, tuition accounting, logistics;
   - HR management, automation of accounting and management of personal affairs staff, faculty, students and graduates;
   - support the organization and management of educational process;
   - support and organization of distance education;
   - automation of libraries, support electronic library catalogs;
   - registration and management of research activities, including project management system;
   - information and analytical support strategic decision making by senior management of the organization for the purposes of strategic management, including through the application of quality management systems.
3. Complex organizational and management structure.
4. Variety park computational tools, network equipment, and especially basic software.
5. A large number of special-purpose applications based on different software.

In view of the above it can be argued that the university information system should be a corporate management information system (CIS), which would not only ensure the integration of all key business processes of the organization and then transferred them to the level of computer technology, but also had the opportunity to integrate with other systems, including systems and e-government.

If we analyze the composition of tools which ensure the effective functioning of e-governance and composition of fixed assets for the operation of corporate information systems, it is obvious that they are almost identical.

Implement basic functions listed above and build an effective management
information system university can only be provided when the core of the CIS, its systems forming element, which provides information for the initial system is such a system that is able to unite together under a single system, the above technology and provide them with a completely new quality.

In other words, the core of the CIS should be powerful modern automation systems management processes built on technology platforms, which integrates all the basic tools for collaboration.

The problems of creation and implementation of integrated enterprise, information systems management tools university as the collection, processing, storage and analysis, which operates in an environment of high school, and perhaps should be considered in a broader plane, namely, national, and consider such systems as local subsystem national system of e-governance.

As such it is advisable to consider the electronic document management system because their composition and includes all the major means to ensure efficiency CIS.

Electronic documents management systems in the broadest sense - is the organizational and technical systems that support the creation, management, access and dissemination of electronic documents in computer networks, and provide control over the flow of documents within the organization.

Currently, the company's software developers offer a wide selection of EDS, designed for different institutions and organizations. This boxed system with different functionality, a unique and powerful set based platforms (IBM Lotus Notes / Domino, IBM FileNet, Microsoft SharePoint, Oracle, EMC Documentum etc.), development of Custom hybrid systems - are based on customizing boxed systems (adaptation of finished products for specific user applications) and others.

These systems projects for banks of authorities, businesses, industries, insurance companies and many other institutions and organizations, given the fact that each institution has its defining performance indicators, their types of documents to be implemented in EDS.

For example, in the executive branch there are more than ten types of EDS, which represent different classes: electronic office systems scale of distributed SED others.

But as universities (and other research institutions), the vast majority of the SED, which are suitable for use in organizations, trade and industry, is inapplicable because the specifics of the university generates a large number of types and types of documents that are not used in other categories of organizations (eg, scientific and technical reports, research papers, reports on scientific achievements, patents, etc.).

Based on the analysis of existing EWS can be argued that universities need systems that are flexible and open architecture allows you to create your own types and categories of documents and routes of their movement.

University systems of electronic document can be system-forming constituents only if they are based on information platforms that have become de facto and de jure standards for information systems, means collective work.

Suppliers of basic platforms must have a stable position in the Ukrainian market. Only under these conditions can act as EDS systems - forming part of corporate management information system university.
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At the current time on the world market, there are quite a large number of EDS that deserve attention and provide a means for automation of workflow. However, to use the system, not localized, and does not have enough support in Ukraine, it is impractical. The main manufacturers present at the Ukrainian market that meet these requirements include systems: Microsoft SharePoint, IBM / Lotus / Content Manager, Documentum, Humminbird.

All listed products - are open systems that are just platforms for application development. Moreover, on the basis of each of these different companies have developed a sufficient number of applications, including the electronic document management systems that can be used in the creation of complex systems. But it should be noted that today there is no single ideal platform for the introduction of workflow. Any solution will require additional efforts not only to develop a set of applications, but also to supplement the basic tools provided platform.

Considering the existing SED can also make even a very important conclusion, namely, despite many developments and implementations, agencies and institutions, including universities, in terms of a single information space, still isolated from each other, and performance single institution is lost in the general system of interdepartmental workflow, where complicated process control and analytical data collection, handling external documents.

Therefore, creating SED for higher education (and general and executive bodies) should consider them not only as internal workflow automation, and as one of the most important and fundamental components of management e-governance, which should provide information link between universities and state agencies, local governments and others. Only such an approach will be to create a single integrated information space, a single automated information infrastructure of interagency cooperation of state and local governments together and universities.

Prerequisites for implementing e-government. Higher education as a medium for the preparation of specialist managers to work in integrated corporate information environment.

A prerequisite for the effective implementation of e-governance is the ability of managers to work in an environment of new information technologies, the ability to both independently and together with others to analyze complex situations that are waiting for their resolve and for which it is necessary to make specific decisions, develop different versions of decisions to think about their benefits and disadvantages, make and justify appropriate management decisions.

And in this case should not talk about computer literacy users in the narrow sense, and the ability of managers to work in integrated environments of information systems collaboration and decision making.

Unfortunately, most managers or have no experience in such areas if their experience is limited knowledge of office applications, Internet search engines and e-mail.

Towards solving this problem may be different - that the creation of scientific-methodical, consultative, teaching centers for the implementation, development and application of e-government, this organization of training centers companies integrators knowledge of information technology and business solutions etc. But it should be noted that students of these centers are primarily specialists,
managers of state structures and institutions, most of them lack knowledge of basic concepts, principles and means of collaboration in an integrated information environment.

Therefore, one of the feasible directions to solve this problem is to train specialists in universities other than previously competencies as required by the course taken by the Government to a radical technological modernization of the Ukrainian economy. Their formation, in turn, can be achieved only if the HEIs themselves become powerful sources of innovative ideas and technologies. And one way traffic of higher education in this direction is the transformation of the organizational model of high school, implementation of corporate forms of management, implementation of new principles of management, transfer and adaptation of corporate governance principles in the management system of universities and the like. Universities have become a kind of polygons in the training of personnel who must master the skills of teamwork in an integrated corporate information environment.

Conclusions

1 Problems creation and implementation of integrated enterprise, information systems management universities should be considered not only from the perspective of gathering, processing, storage and analysis, which runs on universities, but also in a broader plane, namely, national, and consider systems such as local subsystem national system of e-governance.

2 As corporate systems creating integrated, management information systems should be considered university of electronic documents because, on the one hand to them includes all the basic tools that provide efficiency CIS, on the other hand, the same tools used in electronic systems governance.

3 Design, creation and implementation of electronic document management systems of higher education institutions must be performed to the extent that they are part of e-governance. Therefore, such systems should be based on information platforms that have become de facto and de jure standards for information systems, means collective work.

4 Higher education institutions should become polygons preparation specialist managers, who must master the skills of collaboration in integrated corporate information environments.
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The article deals with the requirements for infrastructure electronic document management systems (EDS), namely, engineering infrastructure, as a combination of hardware, software and technology sites that provide information and analytical support core activities of higher education institutions (HEIs), analyzes the components of infrastructure SED. It is concluded that EDS infrastructure should create an integrated collaboration environment, to provide complete solutions (organizational, architectural, communications, software, etc.) in the area of collaboration, allow technology to solve complex problems at any organizational level.

The specific higher education institution (HEI) defines its main activities, namely, educational. We shall consider university as a large organization (corporation) that is stable diversified geographically distributed structure that contains all necessary management support system and operates on the principles of decentralized management.

The predominant characteristics university as a corporation are:
1. The scale and complex distributed structure.
2. A wide range of activities that are subject to automation:
   - support the organization and management of educational process;
   - registration and management of research activities;
   - support and organization of distance education;
   - automation libraries, support electronic library catalogs;
   - office automation and control of orders and decisions;
   - financial management, accounting, budget accounting, payroll / scholarships, tuition accounting, logistics;
   - personnel management, automation of accounting and management of personal affairs staff, faculty, students and graduates;
   - information and analytical support for strategic decision making by senior management of the organization for the purposes of strategic management, including through the application of quality management systems.
3. Companies and organizations as part of the corporation have certain autonomy in formulating and carrying out their own technical policy automation.
4. Variety park of computational tools, network equipment, and especially basic software.
A large number of software and hardware applications for special purposes, created based on various underlying software.

In view of the main characteristics of universities as corporations can be argued that the effective management of such a complex system is impossible without providing information - analytical support of all components, which in turn requires an effective, well designed and planned information system management, and more precisely, corporate information management system (CIS).

Without going into terminological definition of such systems, we emphasize that the infrastructure CIS should include tools for building corporate network communication software documentation for management, promoted domains, means of organizing collective of employees and so on.

With this particular, it follows, first, that the requirement for CIS should be the ability to integrate a large number of hardware and software that, in general, are operating on different technology platforms and protocols from different vendors and developers.

And secondly, subjects to applicable of new information and information communication technology, and these are used to create the CIS, should be only ordered system processes and organizational structures. Appropriate to computerise are only those procedures and management activities who's content is objectively necessary and reasonable from the standpoint of a scientific approach and system analysis requirements.

Thus, considering the problems of creation and implementation of corporate information systems management universities as tools for collecting, processing, storage and analysis, which runs on universities, it is advisable to determine what should be the core of the CIS, its systems forming element which determines the basic requirements for an infrastructure of the CIS and will provide initial information for the entire system, will be able to create a single, integrated information environment of the university.

At the heart of any process (industrial, academic, educational, etc.) is the set of regulations and documents governing the individual components of the process. Only thanks to regulatory documents, strict adherence to guidelines and step by step documentation of processes can achieve high-quality results.

With this in mind, natural, clear and defensible system-forming an organizational element, the core building CIS consider electronic document management system (EDS) that, first, run all the streams of documents, performing in some sense the role of the compiler of the organizational structure of the institution through the formalization of business processes and second, significantly affect CIS infrastructure requirements in terms of technical, communication, software and organizational tools that provide performance EDS and CIS as a whole.

Therefore, creating EDS for higher education (and general and executive bodies) should consider them not only as internal workflow automation, and as one of the most important and fundamental components of management e-governance, which should provide information link between universities and state agencies, local governments and others. Only such an approach will be to create a single integrated
information space, a single automated information infrastructure of interagency cooperation of state and local governments together and universities.

**Requirements for infrastructure SED.**

According to the classical definition of infrastructure (from the Latin - infra—below under the structure - building, location.) Is a set of components of any object with a subordinate (sub) nature and provide conditions for normal operation of the object as a whole.

In the broadest sense, the infrastructure of electronic document probably be seen as a linked set of regulatory, legislative, educational materials, organizational solutions and mechanisms, engineering, technical, programmatic and technological objects that ensures adequacy technology used for electronic interaction between the recognition of an electronic document legal fact, and provides information security and conflict resolution between the parties to electronic documents.

Infrastructure EDS form as existing in the organization of technical and software, and so those that actually added to the CIS for the functioning of the EDS.

Analysis of theoretical positions allows structured electronic document and detail the functional tasks of infrastructure and formulate basic requirements for it, namely, infrastructure EDS should:

1. create an integrated collaboration environment, to provide complete solutions (organizational, architectural, communications, software, etc.) in the field of collaboration, allow technology to solve complex problems at any organizational level;
2. provide all the organizational and technological solutions for the creation and development of EDS, based on general architectural, technological principles and standards on information platforms that have become de facto and de jure standards for information systems, means collective work;
3. provide performance applications that are built on technology platforms (Lotus Notes, SharePoint, etc.) that allow to automate work with complex structured data and formalized dynamic processes;
4. support object-oriented architecture systems;
5. ensure scalability of the system;
6. provide flexibility (the system should not require a radical readjustment in the structural reorganization of the institutions and processes of change documents);
7. ensure openness (ability to add new applications to the SED, functions, improve existing and organize data exchange with other systems);
8. to ensure smooth operation of database servers and applications, multi-protection;
9. provide guaranteed power supply, physical protection equipment;
10. provide information security (providing users with multi-database access, application of encryption and digital signatures, data integrity during transmission over computer networks);
11. to ensure consistency (the system should be focused on the implementation of all tasks electronic document from document preparation, registration and control of the issuance to reports, document search and storage);
12. provide a remote access to documentary information through telecommunication systems and the Internet;
13. provide the necessary bandwidth computer network;
14. have the necessary margin of safety which takes into account the strategy of the institution;
15. provide the ability to integrate with other systems.

The components of the infrastructure of electronic documents universities.

As part of infrastructure of electronic documents universities there are two main components are relatively independent.

The first - a corporate network (CN), which is a system of centralized communications and computer infrastructure reflects the organization. It is the basis for integrating functional subsystems and fully defines the technical properties of an information system, that is important to its successful operation. Requirements for it are uniform and standardized, and its construction methods are well known and repeatedly proven. CN is based on two main pillars, namely: CN - strategic support system of the corporation; CN - effective system of centralized communications of the corporation.

The second component - interrelated functional subsystems that provide problem solving of the university. The second component is based entirely on the basis of the first and adds to the information system application functionality. Requirements for it are complex and in many cases contradictory, as put forward by experts from different domains. However, this component is ultimately important for the functioning of the organization, because on it, in fact, built the entire infrastructure.

Conclusions

1. The development of corporate information systems and implementation of EDS should be started with the construction of computer infrastructure (corporate network) as a fundamental component of creating systems that is based on proven industrial technology.

2. Success in building the corporate information system depends on the quality and reliability of system-technical base, which lies at its core. It is important to first examine the possibility architecture (system and technical infrastructure) and then proceed to build application-specific functionality on a holistic foundation. Further, computer infrastructure and system functionality should be built parallel to the maximum extent to ensure variability level application-specific functionality.

3. systems forming an organizational element, the core building CIS should be considered EDS which, first, run all the streams of documents, performing in some sense the role of the compiler of the organizational structure of the institution through the formalization of business processes, and secondly, significantly affect CIS infrastructure in terms of requirements engineering, communications, software, organizational tools that provide performance SED and CIS as a whole.
4. Infrastructure of the EDS must create an integrated collaboration environment, to provide complete solutions (organizational, architectural, communications, software, etc.) in the field of collaboration, allow technology to solve complex problems at any organizational level.
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THE BASIC PRINCIPLES OF AUTOMATED SYSTEMS DEPLOYMENT INSIDE CONTAINERS VIRTUALIZATION SOFTWARE IN A PROJECT

In the article described the Docker - platform for developers and sysadmins to develop, ship, and run applications.

Docker is an open platform for developing, shipping, and running applications. It is designed to deliver applications faster. With Docker applications can be separated from infrastructure. It combining a lightweight container virtualization platform with workflows and tooling that help manage and deploy applications.

Docker provides a way to run almost any application securely isolated in a container. The isolation and security allow to run many containers simultaneously on one host. The lightweight nature of containers, which run without the extra load of a hypervisor, gives the ability to get more out of the hardware.

Docker itself is the tooling and a platform which can perform several tasks:
- getting applications (and supporting components) into Docker containers;
- distributing and shipping those containers to developer teams for further development and testing;
- deploying those applications to the production environment, whether it be in a local data center or the Cloud.

Docker's architecture
Docker uses a client-server architecture. The Docker client talks to the Docker daemon, which does the heavy lifting of building, running, and distributing Docker containers. Both the Docker client and the daemon can run on the same system, or a Docker client can be connected to a remote Docker daemon. The Docker client and daemon communicate via sockets or through a RESTful API.
The Docker daemon.
The Docker daemon runs on a host machine. The user does not directly interact with the daemon, but instead through the Docker client.

The Docker client.
The Docker client, in the form of the docker binary, is the primary user interface to Docker. It accepts commands from the user and communicates back and forth with a Docker daemon.

Docker's internals
There are three Docker components:

Docker images
A Docker image is a read-only template. For example, an image could contain an Ubuntu operating system with Apache and a web application installed. Images are used to create Docker containers. Docker provides a simple way to build new images or update existing images, or it is possible to download Docker images that other people have already created. Docker images are the build component of Docker.

Each image consists of a series of layers. Docker makes use of union file systems to combine these layers into a single image. Union file systems allow files and directories of separate file systems, known as branches, to be transparently overlaid, forming a single coherent file system. When someone change a Docker image—for example, update an application to a new version—a new layer gets built. Thus, rather than replacing the whole image or entirely rebuilding, as you may do with a virtual machine, only that layer is added or updated. Now it is not necessary to distribute a whole new image, just the update, making distributing Docker images faster and simpler. Every image starts from a base image, for example ubuntu, a base Ubuntu image, or fedora, a base Fedora image. It is possible also to use images of user's own as the basis for a new image, for example if there is a base Apache image it is possible to use this as the base of all user's web application images.

Docker images are then built from these base images using a simple, descriptive set of steps called instructions. Each instruction creates a new layer in image. Instructions include actions like:
- run a command.
- add a file or directory.
- create an environment variable.
- what process to run when launching a container from this image.

These instructions are stored in a file called a Dockerfile. Docker reads this Dockerfile when you request a build of an image, executes the instructions, and returns a final image.

Docker Registries
Docker registries hold images. These are public or private stores from which images can be uploaded or downloaded. The public Docker registry is called Docker Hub. It provides a huge collection of existing images. These can be images created by community or individual users. Docker registries are the distribution component of Docker. The Docker registry is the store for the Docker images. Once user build a
Docker image it can be pushed to a public registry Docker Hub or to user's own registry running behind firewall.

Using the Docker client, it is possible to search for already published images and then pull them down to the Docker host to build containers from them.

**Docker containers**

Docker containers are similar to a directory. A Docker container holds everything that is needed for an application to run. Each container is created from a Docker image. Docker containers can be run, started, stopped, moved, and deleted. Each container is an isolated and secure application platform. Docker containers are the run component of Docker.

A container consists of an operating system, user-added files, and meta-data. As we've seen, each container is built from an image. That image tells Docker what the container holds, what process to run when the container is launched, and a variety of other configuration data. The Docker image is read-only. When Docker runs a container from an image, it adds a read-write layer on top of the image (using a union file system as we saw earlier) in which your application can then run.

Docker container can be run by using the docker binary or via API. The Docker client tells the Docker daemon to run a container. For example:

```
$ docker run -i -t ubuntu /bin/bash
```

In this command the Docker client is launched using the docker binary with the run option telling it to launch a new container. The bare minimum the Docker client needs to tell the Docker daemon to run the container is:

- what Docker image to build the container from, here ubuntu, a base Ubuntu image;
- the command, must be run inside the container when it is launched, here /bin/bash, to start the Bash shell inside the new container.

To execute this command, Docker does the following:

- pulls the Ubuntu image: Docker checks for the presence of the Ubuntu image and, if it doesn't exist locally on the host, then Docker downloads it from Docker Hub. If the image already exists, then Docker uses it for the new container;
- creates a new container: once Docker has the image, it uses it to create a container;
- allocates a filesystem and mounts a read-write layer: the container is created in the file system and a read-write layer is added to the image;
- allocates a network/bridge interface: creates a network interface that allows the Docker container to talk to the local host.
- sets up an IP address: finds and attaches an available IP address from a pool.
- executes a process specified: runs application, and;
- captures and provides application output: connects and logs standard input, outputs and errors for user to see how the application is running.

There is now a running container. It can be managed, application inside can be interacted, and then, when finished, container can be stopped and removed.

**The underlying technology**

Docker is written in Go and makes use of several Linux kernel features to deliver its functionality.

1.12.52
Namespaces
Docker takes advantage of a technology called namespaces to provide the isolated workspace called the container. When user runs a container, Docker creates a set of namespaces for that container.

This provides a layer of isolation: each aspect of a container runs in its own namespace and does not have access outside it.

Some of the namespaces that Docker uses are:
- The pid namespace: used for process isolation (PID: Process ID).
- The net namespace: used for managing network interfaces (NET: Networking).
- The ipc namespace: used for managing access to IPC resources (IPC: InterProcess Communication).
- The mnt namespace: used for managing mount-points (MNT: Mount).
- The uts namespace: used for isolating kernel and version identifiers. (UTS: Unix Timesharing System).

Control groups
Docker also makes use of another technology called cgroups or control groups. A key to running applications in isolation is to have them only use the resources you want. This ensures containers are good multi-tenant citizens on a host. Control groups allow Docker to share available hardware resources to containers and, if required, set up limits and constraints. For example, limiting the memory available to a specific container.

Union file systems
Union file systems, or UnionFS, are file systems that operate by creating layers, making them very lightweight and fast. Docker uses union file systems to provide the building blocks for containers. Docker can make use of several union file system variants including: AUFS, btrfs, vfs, and DeviceMapper.

Container format
Docker combines these components into a wrapper called a container format. The default container format is called libcontainer. Docker also supports traditional Linux containers using LXC. In the future, Docker may support other container formats, for example, by integrating with BSD Jails or Solaris Zones.
GREEN SOFTWARE LIFE CYCLE MODEL

The approach to development the software life cycle models for satisfaction of green and sustainable software requirements was proposed. The approach based on three parts of software life cycle model. Aspects of greening software are looked. The software life cycle model is importance part of software engineering and greening of model is importance action for green and sustainable software engineering.

Introduction

The effect of software on sustainable development is the hot topic now-a-days in Green Computing [1, 2]. Sustainable development refers to resource use for meeting the needs of humans while taking into account the ecological, economic, and societal impacts. Software has an direct or indirect effect on the environment by operating and managing the information systems. This paper focuses on green and sustainable software by building a green software life cycle models. Green Software is the software whose direct and indirect negative impacts on economy, society, human beings, and environment that result from development, deployment, and usage of the software are minimal. The Green Software is the sustainable software that it has a positive effect on sustainable development.

Researches and publications

Some publications are focused on building green software, some design software processes to aid all stakeholders in building green software products [3]. Others efforts are focused on building software tools that measure the greening of software and are used in building green software products [4]. In general software solutions include virtualization, closing applications no longer in use, efficient algorithms by writing a compact design of codes and data structures, reduction of parallelism overhead by developing efficient load balancing algorithms, fine grained green computing, and creating energy allocation algorithms for routing data [5, 6]. However, there are publications focused on all software development processes [7, 8]. For example, a conceptual reference model named GREENSOFT Naumann propoposed [7]. The four parts of the model cover a life cycle model, metrics, procedure models, and recommendations and tools. The parts of model supports software developers, administrators, and software users in creating, maintaining, and using software in a green manner. Shenoy and Earatta also provide a green development model in which they suggest steps that may lead to lower carbon emissions in the software life cycle stages [8]. Mahmoud and Ahmad proposed green software development model which consist of two levels. The first level represents how to obtain a green and sustainable software product. On this level, the green product analysis after system testing in software life cycle model is added.
Green software processes in software life cycle phases was included. For example, the risk analysis in terms of energy efficience in requirements specification phase was added. The second level of green model indicates how software tools can play a major role in having energy efficient use of software applications thus promoting green computing [8]. The level represents the five categories for software tools and concepts that authors define.

**Green and sustainable software life cycle model**

We proposed the green software life cycle models based on three parts of classical model [9]. The essence of the software life cycle phase consists in fulfillment of processes with the help of resources (methods, means, tools, staff) and developing software product (Fig.1). According to the ISO/IEC 12207:1995 standard, a software life cycle model is a framework containing processes, activities, and tasks involved in the development, operation, and maintenance of a software product, spanning the life of the software system from the definition of its requirements to the termination of its use.

![Fig.1. Basic components of the software life cycle](image)

Therefore, the software life cycle model consists of the following basic components: processes, products, resources. The green software life cycle model is created by including the “greening” components in classical software life cycle model (Fig.2.)

![Fig.2. Basic components of green the software life cycle](image)

A process can be defined as a sequence of actions or operations. An operation (action) usually has an expected duration, cost and resources. We will use the following definition. The process is a sequence of interdependent actions during which the source product, with the help of the resources, is transformed into another (output) product. The IEEE 1074 standard defines the following processes and actions: choice of the software life cycle model, project management, preliminary development, development, post development, integration, the 17 subprocesses and 65 actions. There are vertical (for example, coding) and horizontal (for example, quality management) processes. In

1.13.2
green software life cycle models the processes include additional greening phases. For example, requirement specification process includes phase of risk analysis in terms of green and sustainable software or design/construction processes include reusing and effective programming style. All processes of green software life cycle model reduce wastes.

The software life cycle processes are fulfilled with the help of the resources. There are the following resources: tools, methods, implementers (performers). There are the following types of tools: separate, integrated. The separate tools are used to realize one process of the software life cycle. For example, the separate tools are used for: creating human-computer-interfaces (HCI builder), data base management (DBMS), specifying the requirements (specificators), domain analysis (DAT), coding (translators), testing (testers), documentation (documentators), maintenance (analyzers), restructuring (restructurs). The integrated tools are used to realize all or some processes of the software life cycle. For example, the integrated tools are used for the following: analysis and design (CASE-Analysis Design); project management (CASE-Project Management); quality control (CASE-Quality Control); reversing engineering (CARE). The tools of green software life cycle model use the Green Performance Indicators, the metric IT Hardware Power Overhead Multiplier. Software tools can be built to reduce waste, identify, and limit the amount of energy, keep the memory and CPU-time.

There are two types of software products: result of the software life cycle is software systems (software product); results of the processes of the software life cycle are work products. A green and sustainable software product ideally meets three conditions: the software is produced in a way that meets green and sustainability requirements; the software product has minimal negative social, economic and environmental impacts during its usage; the software functionality reinforces green and sustainable development or at least has no negative impacts on the society or environment. Product Sustainability summarizes the effects of software product on other products (information systems) and services (applications). Green and sustainability criteria and metrics for software products are used in green software life cycle model. In this context, there are the following tasks: To define a green software product, To define green criteria, and To develop metrics for green software and engineering. For decision these tasks, it is necessary to provide additional tools and methods.

**Conclusion**

The approach to development the software life cycle models for satisfaction of green and sustainable software requirements was proposed. The approach based on three parts of software life cycle model. Aspects of greening software are looked. The software life cycle model is importance part of software engineering and greening of model is importance action for green and sustainable software engineering.
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This paper is devoted to the problem of ontology creation. A brief overview of the main existing methodologies of ontology creation is proposed within the component of ontology engineering.

Introduction

Ontologies are the key aspect of the development of the Semantic Web. There are several fundamental definitions of ontologies for the different fields of science. We consider it as a formal, explicit specification of conformed conceptualization [1]. Any domain, any subject area can be represented as a set of concepts and relationships between them. Thus, you can create some structured, machine-readable and machine-processed set of basic concepts and their definitions, which allows experts to share information within the subject area, and computer agents to process semantically uniform information. Ontologies are gaining wide popularity not only in the fields of artificial intelligence, but also in the areas of knowledge engineering, natural language processing, database design and data integration, e-commerce, information extraction, bio-informatics, etc. The question arises: why do we need to create an ontology?

In [2], there is a set of the following reasons:

1) To share common understanding of the structure of information among people or software agents. For example, there are two resources that contain information of the same domain. If they use the same ontology to define common terms in the domain, the computer agents use information of both resources for response to the user requests, or as input data to the external application.

2) To enable reuse of domain knowledge. Ontology implements the "open world" conception, that is, with the passage of time and the emergence of new, previously unknown entities within a domain can be easily added to an existing model, without re-designing the conceptual framework. It is also possible to create an extensive ontology from several existing, which describe the different parts of a large domain, as well as to create a common ontology (for example, UNSPSC), which can be reused to create their own arbitrary domain ontology.

3) To make domain assumptions explicit. If domain knowledge changes, the expert should be able change them explicitly, without being a specialist in creation and programming the ontologies.

4) To separate domain knowledge from the operational knowledge. We have an opportunity to create some product from the parts of other products of certain specifications. In this case it will be completely independent of its components. For example, we create a car, the parts of which are the engine, steering wheels, seat belts, etc.
5) To analyze domain knowledge. When we reuse and extend an existing ontology, it is important to analyze its declarative specification, in order to avoid duplication of data and their contradictions.

Such a rapid development of ontologies has led to a new field of science - ontology engineering.

Ontology engineering in computer science is a discipline that studies methodologies and tools for building and using ontologies. Ontology engineering methodologies describe methodological process of ontology development. It often provides a set of guidelines or transactions, which have to be performed in sequence. Today there are many different methodologies. Some of them are offered only as a theory; some of them based on practical results. Publication [3] provides a detailed overview of 15 different methodologies. We shall consider only the three most important from our point of view.

1) The Enterprise Ontology methodology [4].
2) METHONTOLOGY [5].
3) Ontology Development 101 [6].

**The Enterprise Ontology methodology**

The authors of this methodology were the first who realized the need to provide developers with some general workflow to develop ontologies. It represents a set of guidelines and their sequence, but does not describe the specific tools of execution. It is based on the practical experience of creating ontology of enterprises (Enterprise Ontology), which is a collection of terms and definitions relating to business enterprises.

The proposed methodology consists of several stages. Each of them has a description. We offer a summary of the ideas presented in this paper.

**Stage 1: Identify Purpose.**

Like any other methodology, the first step is to define the goal, why create an ontology, who (or what) will use it, what scope does it have, whether it will be reused, etc.

**Stage 2: Building the Ontology.**

It is divided into several sub-stages, each of which has its own set of characteristics.

2.1) **Ontology capture.** First of all, here may be included everything, that regards to knowledge extraction. At this stage the analysis of domain of building ontology takes place. Today there is a whole field of research devoted to the knowledge extraction of different sources of subject areas. However, we will not consider this issue within this publication. We present only definition of the authors of methodology itself.

By ontology capture they mean:

- identification of key concepts and relationships in the domain of interest;
- production of precise unambiguous text definitions for such concepts and relationships;
- identification of terms to refer such concepts and relationships;
- agreeing on all above.
2.2) Coding. Author of the methodology considers coding as an explicit representation of the conceptualization of all data determined in "capture" step by means of a formal knowledge representation language. According to [7], the stage of 'capture' and coding should be present in any methodology. The author considers the question of unification of these steps into one. For this purpose methodology should fundamentally explain the existence of circumstances (and which), whereby this union possible.

2.3) Integrating existing ontologies. During the previous two stages we discussed the use of already existing ontologies to create a new one. We explored the problems of interaction with other ontologies within domain and communication between communities that use these ontologies. Therefore, at this stage, the establishment of agreements about how the ontology will be used in the future takes place.

Stage 3. Evaluation.
The authors of the methodology refer to work [8], fully defining this stage as follows:
“…to make a technical judgment of the ontologies, their associated software environment, and documentation with respect to a frame of reference… The frame of reference may be requirements specifications, competency questions, and/or the real world.” [8] It is also noted that before the estimation of ontology it should be first seen which methods of assessment used in knowledge-based systems, and then adapt it to ontologies.

Stage 4. Documentation.
Any user of ontology wants to have detailed instructions of usage, which will vary depending on the type and purpose of the ontology. The authors of the methodology note that the lack of quality documentation is a serious obstacle to effective knowledge sharing. Therefore, all important assertions of the ontology should be documented, including the major concepts and primitives that are used to express the definitions of ontology.

Methontology

It was proposed as a methodology for developing ontology from scratch. Unlike the previous one, METHONTOLOGY describes in detail the sequence of actions and techniques of construction. It presents an evolving prototype as lifecycle ontology. It includes activities such as specification, formalization, integration and implementation. It is presented in parallel very important activities, such as knowledge extraction, evaluation, integration and documentation, running throughout the whole life cycle. The methodology has been tested on different ontologies multiple subject areas (chemistry, pollution, etc.)

The authors present METHONTOLOGY in the form of recommendations on the life cycle of the ontology that allows declaring it as a universal methodology for ontology development "from scratch."

The process of ontology development is defined as a list of actions that are required to build their own ontologies, without the order of these actions. The list contains the following components:
1) Planning (tasks, time, resources).
2) Specifying (goal and objective of creating ontology, domain, end users).
3) Knowledge detection (list of sources of knowledge extraction).
4) Conceptualizing (creation of an ontology conceptual model).
5) Formalization (creation a formal model of a conceptual model using descriptive logics or frame-based representation systems).
6) Integration (use of existing ontologies).
7) Implementation (ontology representation in some formal language).
8) Evaluation (estimate the correct description).
9) Documentation (detailed user manual).
10) Maintenance (detailed guidance on the management of ontology)

The life cycle of ontologies is defined as a sequence of steps that ontology passes during the lifetime. It goes through the following stages: specification, conceptualization, formalization, integration, implementation, support. Knowledge acquisition, documentation and evaluation are tasks that executed throughout the ontology life. As the creator of ontologies should define requirements that will be its core before creating an ontology, it follows that the life cycle of ontologies is much closer to the classical software life cycle, than life cycle of knowledge-based systems. Therefore METHONTOLOGY is based on the evolutionary model (from software engineering) because it allows you to modify, add and delete definitions in the ontology at any time that is most appropriate for the creation and development of the ontology.

Methodology consists of the following phases.

1) Specification. The goal is to create an informal, semiformal or formal ontology specification, written in natural language. It should include the following: the purpose of creation (as well as the intended use, end users, etc.); level of formality (highly informal, semi-casual, semi-formal and strictly formal); scale (set of terms that will be presented, features, detail).

2) Knowledge acquisition. It means identification of sources (books, experts, guides, etc.), knowledge extraction techniques (brainstorming, analysis of texts, special tools, etc.), and their combination.

3) Conceptualization. The goal is to create a conceptual model. The first step is to create a glossary of terms, which includes concepts, instances, verbs and properties. If the first phase was formed a good document of specifications, many terms have already been defined in it. Later they will be determined during the process of creation and should be included in the glossary. This includes the definition of the basic concepts, attributes and properties, creating the hierarchy between them and defining interactions with each other.

4) Integration. Starting create ontology "from scratch", you should always use the definitions, which are already exist in the finished ontologies. This can include both the use of meta-ontologies, and other existing ontologies of the domain.

5) Implementation. The result of this phase is an ontology written in some formal language (C++, Prolog, Ontolingua, etc.)

6) Evaluation. At this stage technical evaluation of created ontology, software environment and documentation of each phase of the life cycle is held. It includes verification and validation.
7) **Documentation.** There are no uniform guidelines for documenting ontologies, because there are few methods of building ontologies. Existing documentation about ontology creation process is often include comments in the source code of ontology, natural language text, which is attached to the formal definition, articles on ontologies, conferences, etc. METHONTOLOGY offers use a set of documents that have been formed at the end of each stage of the life cycle as documentation on the ontology.

**Ontology Development 101**

It is an iterative methodology based on several fundamental rules applied during the ontology development process. It describes all phases of the process, including such as the definition of the hierarchy of classes, properties, and instance creation. As an explanation example it was taken the wine ontology using Protégé 2000 tool. Lifecycle model is absent.

The methodology is based on three fundamental rules [6]:

1) There is no one correct way to model a domain—there are always viable alternatives. The best solution almost always depends on the application that you have in mind and the extensions that you anticipate.

2) Ontology development is **necessarily** an iterative process.

3) Concepts in the ontology should be close to objects (physical or logical) and relationships in your domain of interest. These are most likely to be nouns (objects) or verbs (relationships) in sentences that describe your domain.

**Steps of creation ontology.**

**Step 1.** Determine the domain and scope of the ontology.

Before proceeding the creation of ontology it should be clearly defined the subject area, its scope, degree of detail, what, who and how will use the ontology. Answers to these questions may change during the ontology design process, but in any given time interval, they help narrow the scope of the model.

**Step 2.** Consider reusing existing ontologies.

It should always be considered an opportunity to improve or extend an existing ontology. This may be the initial requirement if your system should be able to interact with other applications that have already interacted with specific ontologies or controlled vocabularies. There are many ontologies available on electronic resources, and their formalism does not play a significant role since as knowledge representation systems are able to import and export ontologies. Even if the system can operate with only one clearly formalism, the task of translation is not such a complex.

**Step 3.** Enumerate important terms in the ontology.

Because step is described very briefly, we have expanded the definition of this step to improve readers’ understanding. It needs to build a glossary of terms (terms of concepts, properties, relations, etc.) with the provision of their definitions in natural language and an indication of their synonyms, acronyms, and other characteristics. Initially, it is important to get a complete list of terms, without having to worry about crossing the concepts they represent, about relations between the terms, about the possible properties or notions about what the concepts are -
classes, properties or relations. Definition of terms provides a solid basis for unambiguous understanding of the domain being modeled by all persons participating in the creation and use of ontology.

**Step 4. Define the classes and the class hierarchy.**

There are three possible approaches to the development of the class hierarchy.

1) "From top to bottom". First the more general concepts are defined, with their subsequent specialization and specification down to more concrete concepts.

2) "Bottom-up". First the most specific concepts ("leaves" of the hierarchy) are defined and followed by grouping them into more general.

3) Combined. It contains both of the approach above. First the most notable concepts are marked and then they summarized and detailed simultaneously.

Neither of these approaches is better nor worse than another. Their use depends on the given problem, the domain representation and imagination the subject area by the developer. The concepts of ontology primarily selected from those identified in step 3.

**Step 5. Define the properties of classes.**

Initially, it is given the author's understanding of the definition of properties. Here you need to identify and clearly define the set of properties (attributes, characteristics) that characterize each entity. It is required the selection set required/non required properties and properties that identify the entities. It should be specified the range of permissible values of properties and other restrictions on property values. In other words, the properties may also have properties (required identifying, range, type, capacity).

According to [6], there are several kinds of object properties.

1) “Intrinsic”. As property values range serves some type of data.

2) “Extrinsic”. As the range value is performed other class or its subset.

3) Relationship between individuals of classes.

Properties are inherited. If the parent class has this property, then the descendants will also possess them.

**Step 6. Define the facets of properties.**

Because this issue is devoted to a large part of [6], here we present our understanding of the processes taking place at this stage. In this step identification and clear definition of other arbitrary binary relationships between concepts occurs, indicating what type of relations they relate (equivalence, part/whole, aggregation, association, cause and effect, etc.). You should specify the capacity of the end of communication (1:1, 1: M, M: N) and their optional (mandatory, optional). Binary communication may also have reflexivity, transitivity and symmetry properties. Thus thesaurus is constructed. Note that bonds themselves may also have a taxonomic structure (for example, the relationship between man and organization "to be employed" is a generalization of communication "is a senior researcher.")

**Step 7. Create instances.**
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The final step is the creation of one (or even several) copies of the ontology. This involves the creation of instances of entities (classes) with the values of all properties of the entity, as well as all the necessary connections between them.

Conclusions
The ontology development process is a difficult task, so there are many different methodologies to create them. All of them rely on their own terms and practical evidence, but none of them is fully mature.
In this paper we presented a brief overview of the three main methodologies for developing ontologies. It was given their short description and key components.
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METHOD OF FLIGHT SIMULATOR DEVELOPMENT

Methodology development of IT-infrastructure of flight simulator is proposed. Methodology is based on principles of IT Infrastructure Library. An example of the use of method is presented.

Introduction

Flight simulators (FS) are used for studies to aviating, working off flying hours by pilots. With the increase of complication of the airborne systems, FS become more difficult. For the construction of modern FS it is necessary to develop new methodological approaches that allow rationally in the compressed terms with a maximal economic effect to execute development of the facilities and software FS. For effective work of FS it is necessary to provide the concerted work of heterogeneous constituents of the system, integrate software, work out the problems of management networks, by Computing resources (CR) to the complex, process-oriented managements of the information telecommunication system (ITS) [1]. For the proper functioning of ITS, that forms and supports the business processes of FS, it is necessary to create the IT-infrastructure that gives an opportunity effectively to use CR of the system; minimize influence of human factor; promote a return from capital investments. Such approach it is expedient to use for the construction of difficult domain-driven real-time systems one of that and there is FS.

Method

Initial development phase of IT-infrastructure time is determination of IT-services through the processes of activity (business processes) [2] what must provide FS. There is a task to define and describe architecture of IT-services that FS will give, work out methodology of construction service model (SM) IT-services, taking into account the features of FS domain. The generalized architecture of FS consists of: CR; communication net; console of instructor (CI); cockpit (CP); imitator of noise (IN); systems visualization of flight (SVF); motion platform (MP). These parts depending on FS have different after an amount and complication run-time systems. CI intended for setting initial conditions of flight, control quality of aviating, management the imitation refuses of airplane. CR is needed for maintenance and deployment of software that manages work of FS. Communication net provides the exchange of data between CR of FS. CP is intended for the acquaintance of pilots from CP of the real airplane. IN provides voice accompaniment in CP. SVF in FS used for visualization surrounding of airplane at flight. MP creates the imitation of gravitational influence during implementation of flights.

The basic business processes of FS are: realization of flight education by pilots; studies of aviating, navigation, then that (the table 1). The participants
processes of activity are a crew of airplane and instructor. After determination processes of activity it is necessary to divide them into a business-function with the separation of business-functions for pilots and instructor. Pilots in FS meet from CP of the real airplane, get skills on the use of control system and equipment.

**Table 1. Basic processes of activity and business-function of FS are for the pilots of airplane**

<table>
<thead>
<tr>
<th>Processes of activity</th>
<th>Business-function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-flight studies</td>
<td>An acquaintance of crew is with a cockpit, devices, custom controls and equipment in the booth of airplane</td>
</tr>
<tr>
<td></td>
<td>Studies to all set operations, verifications and controls onboard airplane, that executed before flight</td>
</tr>
<tr>
<td></td>
<td>Implementation studies of management power-plants, by the systems of airplane, electronic equipment, their verifications</td>
</tr>
<tr>
<td>Studies technique of aviating</td>
<td>Training of launching is of airplane in normal and extreme terms</td>
</tr>
<tr>
<td></td>
<td>Training implementation of the guided events on an instrument-landing and landings manoeuvres depending on the specific terms of the air field</td>
</tr>
<tr>
<td></td>
<td>Studies aviating is in normal and difficult terms</td>
</tr>
<tr>
<td></td>
<td>There is training of flights en-route with the use of radiotechnical facilities and communication means</td>
</tr>
<tr>
<td></td>
<td>Training actions of crew is in case of occurring on wing of different refuses and unforeseen situations</td>
</tr>
</tbody>
</table>

The use of FS to the pilots gives an opportunity to work off a flying task; watch the parameters of flight; perceive visual surroundings and voice accompaniment during aviating; feel gravitational influence.

IT-services target at certain business-functions. In this case it is IT-services that is based on the application systems: support functions of CP; providing functioning of IN; visualization of flight; management of MP. Processes of management and control studies: task of initial conditions to flight; monitoring of aviating; estimation and discussion of errors. In a table 2 the brought list over processes of activity and business-functions for an instructor. The instructor of FS has a workplace (CI) – an automated workstation (AW) with the hardwarily-programmatic providing. Thus, IT-service that supports the business-functions of instructor there are organization and support functioning AW instructor of FS.

**Table 2. Processes of activity and business-function of FS of instructor**

<table>
<thead>
<tr>
<th>Processes of activity</th>
<th>Business-function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-flight studies</td>
<td>Choice of flight task</td>
</tr>
<tr>
<td></td>
<td>Setting of initial conditions of flight</td>
</tr>
<tr>
<td>Studies aviating of pilots</td>
<td>An imitation cooperation of pilots is with an air-traffic controller</td>
</tr>
<tr>
<td></td>
<td>Management the imitation refuses of airplane</td>
</tr>
</tbody>
</table>
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Forming of reports is on working off a flying task. Receipt values of parameters with fixing of them on paper or electronic transmitters for control of aviating and analysis errors of aviating.

Determination and development of IT-services are part of IT-processes (Service Level Management, Service Design) libraries of ITIL (IT Infrastructure Library). On recommendation of ITIL the structure IT-service is described SM [3]. Development SM IT-services [3]: selection IT-services; determination resources of IT-service; development of software metrics and indexes of quality of IT-processes and services. Forming of SM, allows to present the model of IT-service that describes composition and intercommunications configuration of units (CU) – elements of IT-infrastructure.

Creation of SM will bring around to the example of IT-service "Providing functioning of IN". An imitation of voice surroundings is in the booth of FS [4] provides auditory information about the modes operations of airplane. At beginning is developed the generalized architecture of IN. In accordance with her SM IN is built FS. Visualization structure of SM is executed by means of graphic reflection of model levels from a top in a bottom, determining CU and connections (Fig. 1) that will give an opportunity to realize IT-service through the elements of IT-infrastructure and functional equipment (FE). Realization SM of IT-service is a process transference of model on a hardwarly-programmatic platform and integrations of her from FE. At the choice of CR, the equipments of information telecommunication net and FE take into account requirements to IN. OS must optimally use software, present resources of IN. The application software of IN must be developed for every model to FS, using experience developers of software for FS, for example [4, 5].

Fig. 1. Service model of IT-service "Providing functioning of IN"

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Computing resources</th>
<th>Software</th>
<th>Telecommunication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplifier</td>
<td>Personal computer</td>
<td>Imitator of noise software</td>
<td>Informative – telecommunication network</td>
</tr>
<tr>
<td>Acoustic system</td>
<td>Personal computer</td>
<td>Software simulation models of flight</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Operating system</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Operating system</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IT-service

Providing functioning imitator of noise

<table>
<thead>
<tr>
<th>Computing resources</th>
<th>Software</th>
<th>Telecommunication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal computer</td>
<td>Operating system</td>
<td>Informative – telecommunication network</td>
</tr>
<tr>
<td>Personal computer</td>
<td>Operating system</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Operating system</td>
<td></td>
</tr>
</tbody>
</table>
The structure of other IT-services is like developed for the construction IT-infrastructure of FS. The worked out outline elements IT-infrastructure of FS is erected in a table 3.

<table>
<thead>
<tr>
<th>IT-service</th>
<th>Support functions of CP</th>
<th>Providing functioning of IN</th>
<th>Visualization of flight</th>
<th>Management of MP</th>
<th>Providing workstation of instructor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
<td>Software of CP, Software of object communication device, Software model of FS, OS</td>
<td>Software of IN, OS</td>
<td>Software of SVF, OS</td>
<td>Software of MP, OS</td>
<td>Software of CI, OS</td>
</tr>
<tr>
<td>CR</td>
<td>PC, PLK</td>
<td>PC</td>
<td>PC</td>
<td>PC</td>
<td>PC</td>
</tr>
<tr>
<td>Telecommunication</td>
<td>Local network, network concentrator, server</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE</td>
<td>Object communication device, devices, environment</td>
<td>Amplifier, audio system</td>
<td>Projector, projection screen</td>
<td>Hydraulic booster, hydraulic actuator</td>
<td></td>
</tr>
</tbody>
</table>

Chart of IT-infrastructure [1, 6], depending on business-logic can have a different amount of hierarchical levels. Taking into account the features subject domain of FS, the four-level chart of IT-infrastructure of FS, that is totality of ITS, auxiliary personnel, users of services and FE. ITS consists of the IT-system, communication net, software, CR. The level of cooperation of networks (I level) is intended for access of users to all CR. The level of CR (II level) provides a basis for functioning of FS. The level of universal services (III level) includes services communication of data, signals of management and also software that is not appointed to the users, but necessary for work FS. The level of business application (IV level) provides cooperation of the systems and facilities management of software. Control system of IT-infrastructure (CSI) promotes efficiency work of FS through automation management of ITS, concordance of work constituents of ITS, integration of software. The consumers of IT-services of FS are pilots and instructor. Basic service that gives IT-infrastructure to the instructor this "Providing workstation of instructor". Services that is given by IT-infrastructure of FS to the pilots "Support functions of CP", "Providing functioning of IN", "Visualization of flight", "Management of MP".

Thus, the generalized architecture of modern FS is described. Determination of basic business processes, decomposition of them is executed on business-functions and setting of IT-services for pilots and instructor. The executed development structure IT-services of FS is by means of SM. Built generalized chart IT-infrastructure of FS.
References


EFFECTIVE PROGRAMMING STYLE

The task of creation of style of effective programming and tool for analyses of text of the application is considered, the results of experimental research for creation of the recommendations are represented.

Introduction

In connection with the distribution of engineering methods of the software development, reuse, and extreme programming in a corporate software development, the use of programming styles when writing programs is attached a great significance [1, 2].

In the modern world due to the increasing complexity of applications software developers need to pay attention on performance, create appropriate technologies, styles and methods for developing large programs.

The use of efficient programming style helps make the application faster at the stage of writing the code [3], enhance the performance of the application using existing resources without addition or replacing the hardware, reduce the minimum hardware requirements and losses.

For Web-applications the speed is very important factor, because with the appearance of the technology WEB 2.0 applications became interactive and accessible to millions people around the world.

The styles, which are focused on the effectiveness, are still represented only as opinions of some authors about writing effective programs. For example, B. Stroustrup defines which data structures can be used more efficiently for solving certain tasks and provides recommendations [4].

Method

The growth of the speed of the application can be performed in two ways. First, other algorithms can be selected, and secondly, the checking of code of the application for compliance with rules of style of effective programming [5]. The creation of this style is described by the programming language PHP in the work.

Scheme for creation of style of effective programming is shown in the model of the scientific technique (Figure 1).

Fig.1. The schema of efficient style of programming
Algorithm for creation of hypotheses is divided into two parts: solving of the tasks in the chosen domain and formation of hypotheses on the basis of solved tasks (Fig. 2).

**Fig. 2. Algorithm for creation of hypotheses**

First, the constructions for solving tasks are defined, which are related to a specific domain and occur in Web programming (Table 1).

**Table 1.** Possible tasks, which are grouped by domain

<table>
<thead>
<tr>
<th>Domain</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching in arrays</td>
<td>Checking the array for emptiness</td>
</tr>
<tr>
<td></td>
<td>Checking the existence of an element in the array</td>
</tr>
</tbody>
</table>

For each task the algorithms for its solution are created and implemented in PHP as constructions.

Constructions are grouped by the common tasks they solve - two constructions into one group (Table 2).

**Table 2.** Classification of the constructions

<table>
<thead>
<tr>
<th>Task</th>
<th>The first construction</th>
<th>The second construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checking the array for emptiness</td>
<td>$items = array();</td>
<td>$items = array();</td>
</tr>
<tr>
<td></td>
<td>if (empty($items)){}</td>
<td>if (count($items) == 0){}</td>
</tr>
</tbody>
</table>
The hypotheses for each task in the group should be formulated theoretically for determining the faster construction in the same group, improvement of understanding of style and better explanation of the rules of style in teaching people effective programming style.

Theoretical confirmation or refutation of hypotheses will be performed through the execution of reversing engineering. In reverse engineering, the opcode is used, which obtained from a PHP script by means of a tool Vulcan Logic Disassembler [6]. The analyses of opcode and creation of flowcharts must be performed for each construction in the group during execution of reverse engineering.

Figure 3 shows a flowchart for the first construction, and in Figure 4, respectively, flowchart for the second construction for the task "Checking the array for emptiness" is shown from the table. 2.

During analyses of flowcharts, the hypotheses are created and substantiated.

Flowchart for the first construction contains seven processes, and for the second, respectively, contains nine processes. The hypothesis can be created, that the first construction will be determined as fast, and the other - as slow.
For the experimental confirmation or refutation of the hypothesis, it is necessary to create a tool that measures the execution time of each construction in the group and creates different evaluations of speed.

The results of the experiment for the constructions from the group with common task "Checking the array for emptiness", given in Table 3. These data indicate that the first construction is faster than second in 3.5 times. Thus, the hypothesis is confirmed experimentally.

Table 3.

<table>
<thead>
<tr>
<th>Test</th>
<th>Construction code</th>
<th>Min execution time</th>
<th>Max execution time</th>
<th>Average execution time</th>
<th>Percent of min</th>
<th>Percent of max</th>
<th>More than min</th>
<th>Less than max</th>
<th>Execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.2</td>
<td>if (empty($array)) {}</td>
<td>0.0000</td>
<td>0.0011</td>
<td>0.0010</td>
<td>0.0000</td>
<td>28.5714</td>
<td>0.0000</td>
<td>3.0000</td>
<td></td>
</tr>
<tr>
<td>11.1</td>
<td>if (count($array) == 0) {}</td>
<td>0.0029</td>
<td>0.0046</td>
<td>0.0003</td>
<td>0.0000</td>
<td>100.0000</td>
<td>5.0000</td>
<td>1.0000</td>
<td></td>
</tr>
</tbody>
</table>

After completing all the previous steps for the other groups with constructions, the style of effective programming can be developed, which includes recommendations for improvement the speed of the program. For example, use the following recommendation when writing programs in the programming language PHP:

- Check the array for emptiness use the construction void if (empty ($array)) {} instead of if (count ($array) == 0) {}.

The tool analyzes the code in the selected project and identifies those lines of code that contain ineffective constructions that violate the rules of style. The result of the analysis of the code is displayed in a table where in the first column file with code is displayed, and the second contains rules of style for improvement the highlighted lines of code (Figure 5).

Conclusions

In the work the creation of style and technique of effective programming is considered with the programming language PHP, which can be used in the development of Web-applications. The developed style of effective programming can be improved and expanded by adding new tasks and constructions. By means of developed technique the style for other languages of programming can be created.

Using of style of effective programming increases performance of the application with existing resources without addition or replacing the hardware.
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LOSS IDENTIFICATION METHOD IN LEAN SOFTWARE DEVELOPMENT

Below is the proposed method of loss identification in the lean software development. The application of the method is illustrated by the example of losses at task switching. The examples include types of activity leading to losses, and the types of losses.

Introduction

Sustainable development implies lean development of software whose major task is to reduce costs or waste [1, 2, 3]. Presumptions of possible waste in the development process can be proved by way of in vivo experiment. However, in vitro testing will help better understand the reasons for losses; will enable their identification and qualitative assessment. The article offers the method for such testing. The method is illustrated by the example of losses at task switching [2]. It is not infrequent that the developer runs several active projects at a time. For example, the intention to engage the staff at all stages of agile development leads to engagement of the same people in various projects. In this case the projects can be implemented simultaneously implying task switching among them. Such implementation method is criticized because it leads to longer implementation periods and losses [2].

There are no research works studying the influence of task switching on the software development process, but there are similar studies in other industries. Thus, research work [4] studies the problem of task switching as a whole. Research work [5] considers the switching aspects (environment, reasons, and strategies) in the context of “man-computer” interaction. Research work [6] presents, as part of the experiment, the results of the study of task switching during a working day of an office employee (meetings, telephone calls, e-mail). Research work [7] offers the notion of “activity scheme” as the means of presentation and understanding of complex work microstructure. Though such studies prove the existence of losses caused by task switching, the software engineering requires their identification and assessment.

Method

The method is based on the hypothetic-deductive model of the scientific method, and thus has two major components. The first one is the supposition of loss in lean software development. The second one is the experiment to prove the supposition. The experiments imply the review which allows loss identification.
Hypothesis

The developed working and software products are marked by considerable volume of information (program code, specifications, decisions made, development and testing plans). When switching between projects a worker needs the time to digest (recall, renew) this information. Let us formulate three assumptions.

Hypothesis 1 - switching between projects is time consuming, therefore task switching projects ceteris paribus, will be completed later that the same projects without switching. Then \( T(n) > T'(n) \) where \( T(n) \) stands for the time spent by the participant on the performance of tasks with switching; \( n \) stands for the category of task complexity; \( T(n) \) stands for the time spent on the performance of the same tasks, but consecutively. The margin of \( T(n) - T'(n) \) stands for the time lag caused by switching. The percentagewise loss of time is as follows:

\[
S(n) = \frac{T(n) - T'(n)}{T(n)} \times 100
\]

Hypothesis 2 - the scope of works required for project implementation depends on its complexity, therefore there is dependence between losses on switching among projects and project complexity.

Hypothesis 3 – there is correlation between task complexity and time loss caused by switching, namely, if \( n_1 > n_2 \), then \( S(n_1) > S(n_2) \). Higher task complexity means more time needed to switch between tasks.

Experiment

Purpose. The experiment scheme is shown on pic. 1. The purposes of the experiment in the context of switching are: finding time loss, identification and evaluation of losses. The first goal is attained by way of comparison of successive work on several projects and work implying switching among projects. The second goal is attained based on the attainment of the first goal by means of review and qualitative assessment of losses.

Participants. In order to carry out the experiment in vitro to test the hypothesis and identify and evaluate the time loss the participants may be represented by, for example, senior students, familiar with program development. The qualification of the participants shall be checked in advance and must be roughly equal. The qualification can be evaluated by way of testing. It is desirable that the number of participants oddly even.

Task preparation. Before starting the observer prepares the tasks differing in complexity. Such tasks however must not excessively differ within one category. The minimal number of categories is three, e.g. easy, medium, and difficult. The complexity of tasks shall be determined by experts. The easy category may include tasks the performance whereof takes 1 to 3 hours (realization of an individual function of the program). For example, realization of line maintenance algorithm in a file. The medium category includes tasks requiring half or the whole day for their performance (realization of an individual application function). For example, realization of the saving dialogue box building program with the possibility of choosing and allocation of coding and file. In the difficult category the performance
of tasks takes several days (small application). For example, writing of the text
editor program like Notebook.

**Pic. 1. Experiment scheme**

_Briefing_. The participants must keep to the experiment scheme and meet its
requirements. Therefore they shall be briefed as to the correct count of actual time of
work, and the importance of holding on tight to the experiment scheme. The tasks
performed within unreal periods of time shall not be considered. The participants
may be asked to assess the margin of error at time count. This will improve the
assessment quality. The participants must be also advised of the proper process
structure. For example, a participant using the Test - Driven Development method
can obtain better result through test writing but it may affect the total time of
performance and contort the outcome if the other participant in the pare has not
performed the test at all.

_Pairs_. The participants shall be divided into pares. It is important for the
observer to be aware of the each participant’s qualification prior to the beginning of
the study. If one pare comprises the lamer programmer and a programmer with
certain practical experience, chances are that the experience programmer will spent
less time on the task even with switching between tasks. That is why it is advised to
ensure the equal qualification level of participants both within a pair and in the complexity category; and divide the participants randomly.

**Issue of tasks.** Each pair shall be given two tasks of the respective complexity. One person in the pair shall perform the tasks consecutively, the other one – with certain intervals between tasks. The switching interval shall be chosen based on the total duration of the task. It is desirable that the number of such switches was the same for each complexity category. When choosing the interval duration one should consider the duration of the easy task.

**Task performance.** The participants should count the time spent of task performance.

**Acceptance of results.** The quality of tasks performed may be checked by means of formal acceptance tests functioning in the black-box mode, or the observer’s assessment. The tasks whose quality does not conform to certain minimal level shall be rejected.

**Activity presentation and loss identification**

To present the activities one can use the activity schemes [7], which are proposed to be enhanced with the additional item “Projects” (pic.2). The scheme can help present and analyze the complex activity types, for example, activity duration, complexity, interruption rate by the activity type.

![Activity scheme](image)

**Pic.2 Activity scheme**

The experiment results allow identification of certain activity types which lead to the loss in any processes during software development (table 1) [3].

The experiments made it possible to identify the losses (table 2) [1, 8].
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### Table 1

<table>
<thead>
<tr>
<th>Item No.</th>
<th>Denomination on the scheme</th>
<th>Activity type</th>
<th>Essence of the activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>□</td>
<td>Calendar</td>
<td>Monitoring, fillingin</td>
</tr>
<tr>
<td>2</td>
<td>■</td>
<td>Email</td>
<td>Reading, writing</td>
</tr>
<tr>
<td>3</td>
<td>☺</td>
<td>Conversation</td>
<td>Dialogue, conference</td>
</tr>
<tr>
<td>4</td>
<td>S</td>
<td>Self-switching</td>
<td>Scheduled, random</td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>External</td>
<td>Device, colleagues, visitor, activity</td>
</tr>
<tr>
<td>6</td>
<td>◆</td>
<td>Interruption</td>
<td>Any interruption</td>
</tr>
<tr>
<td>7</td>
<td>—</td>
<td>Meeting (conference)</td>
<td>Onsite (outside)</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>Paper</td>
<td>Text preparation</td>
</tr>
<tr>
<td>9</td>
<td>~</td>
<td>reading</td>
<td>Reading of documents</td>
</tr>
</tbody>
</table>

The activity types provided in Table 1 lead directly to the loss of time, but they are also linked to other loss types (table 2).

### Table 2

<table>
<thead>
<tr>
<th>Item No.</th>
<th>Loss type</th>
<th>Loss nature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Temporal</td>
<td>Timeout, waiting, schedule breakdown</td>
</tr>
<tr>
<td>2</td>
<td>Material</td>
<td>Paper, cartridge, fuel, water</td>
</tr>
<tr>
<td>3</td>
<td>Power</td>
<td>Electric power, heat</td>
</tr>
<tr>
<td>4</td>
<td>Financial</td>
<td>Expenditures on the activity leading to losses (table 1)</td>
</tr>
</tbody>
</table>

### Conclusion

At present, seven loss types have been identified which can be found in the software development processes [2]. However none of them has undergone any study. The method proposed in the research work may be applied not only for the study of shift losses (which include switching between tasks), but also to other loss types.
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The application of style in software development is introduced. The task of using programming style is considered. The use of style in programming requires observance of its rules when writing the program texts. In order to minimize the scope of work associated with the use of style, one should apply new means. In this article, the application of ontologies is described.

Introduction

Style in programming runs through all processes of software creation. It is represented by the set of rules, expressed with the use of language means, and reflects existing technical and cultural experience. The use of style in programming improves software development and maintenance efficiency.

The use of style in programming requires observance of its rules when writing the program texts. In order to minimize the scope of work associated with the use of style, one should apply new means. In this article the application of ontologies is described.

Researches and publications

Application of style in software development is old, but not often investigated problem. The first results of research style have been presented in work [10], The results of following researches are presented in works [11; 12], I.V.Velbitsky has introduced graphic style of programming [13] A.P. Ershov considered style as fundamental professional property of the programmer, marking the role of educational process in purchase of style property and the role of industrial requirements in its preservation [14], I.V. Pottosin describes requirements which the "good" program should satisfy [15], Works [16; 17] reflect the results of researches of modern aspects of the style which are mainly connected, with the use of designs of object-oriented programming languages.

Ontology of programming stylistics

Let's define stylistics of programming as a section of the software engineering [1; 2] which subject is application of style in programming. The analysis of literature [3-7; 9-19] shows, that in programming there is no satisfactory definition of style. Likewise, there exists no definition of other spheres of human activity that could be used in programming. As a basis of reasoning on style we shall take the definition of style as means of expression of some ideology or an idea in human activity [8]. Thus, considering style, it is necessary to consider two measurements: one reflects a set of ideologies and ideas, and the other is a set of types of human activity. Defining style of human activity, first of all it is
necessary to identify ideology or idea which it expresses, and then, projecting them on human activity to define other concepts connected with it in this activity. Obviously, defining style, which has found application in different areas of human activity, description of characteristic features or attributes of corresponding ideology or idea is enough. Then this description will represent style as a domain-independent concept. Considering style from ontological positions, as object ("essence", "thing"), possessing properties it is necessary to specify essential properties of style and its communication with other objects of the domain. We shall define style - "essence" (class) as a system of three following properties (fig. 1): to express some ideology or idea; to have the period (time) of existence; to have connection with human activity.

<table>
<thead>
<tr>
<th>Style denotation: style</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idea (ideology) = «any»</td>
</tr>
<tr>
<td>Existent time = «some time»</td>
</tr>
<tr>
<td>Action = «no»</td>
</tr>
</tbody>
</table>

For style as domain-dependent concept all three properties are essential. The first and second properties remain essential always, that are qualities of style as domain-independent concept. Importance of the third property leads to the domain-dependent concept of style of human activity. Thus, to style, as to domain-independent concept, there corresponds essence (means) expressing any period of time, some ideology or idea, the way which has not been connected with specific human activity. As a matter of fact, style represents the basis on which styles of various human activities are constructed. Considering stylistics of programming as a subject domain, for representation of its ontology, we shall use both computer and mathematical approaches [18]. Application of the first approach will be shown by means of UML-diagrams, and for the second we will use the axiomatic method widespread at the description of subject domains of databases. Representation of style within the limits of the second approach can look like $St = \langle A, S, D \rangle$, where $A$ - set of own axioms of style not depending on an essence of expressed ideology, $S$ and $D$ - sets of the axioms describing characteristic features of ideology of style in static and dynamics. The last sets can be used for description of style of programming. Set $A$ may contain such axioms [19]:

- uniqueness of style: if exists ideology $I$ and style, based on it, then there are no styles that are also based on this ideology $\forall St(I) \sim (\exists (St(I) = St(I))$.

- existence of style of human activity: if there exists ideology $I$, style $St$, based on it, and human activity $P$, then exists style of human activity $PSt(St(I), P)$, based on the style $St(I) \forall St(\exists (PSt(St(I), P))$;

- reflexivity: every style is the substyle of itself $\exists St(St = St)$;

- antisymmetry: substyle (style, which is derived from some style) can't be a style for a style, it was based on it $\forall St_1 \forall St_2 (R(St_1, St_2) \sim R(St_2, St_1))$.
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- transitivity: if style \( S_t_2 \) is substyle of some style \( S_t_1 \) and style \( S_t_3 \) is substyle of \( S_t_2 \), then \( S_t_3 \) is substyle of \( S_t_1 \)

Axioms of static \( S \) describe peculiarities of condition of the style in definite domain of human activity. Usually in description of style, multiple essences and relations between them are used. Description of their conditions is description of static. Axioms of dynamics \( D \) describe changes that occur during style existence time. For example, axiom that describes property, is called "time of style existence": if exists style \( S_t \), then it exists during some finite period of time:

\[
\forall S_t \forall (t_1, t_2) \ (t_1 < t_2).
\]

For description of dynamics of changes in domain, it is possible to use modal logic. We may obtain different classes of human activity by assigning different values to the property "human activity" in class "style" (fig. 2).

<table>
<thead>
<tr>
<th>«programming style denotation»:</th>
<th>programming style</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idea = «any»</td>
<td></td>
</tr>
<tr>
<td>Existent time = «some time»</td>
<td></td>
</tr>
<tr>
<td>Action = «programming»</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. class-programming style

Thus, programming style is the style that is used in human activity (domain), whose essence consists in programming.

We are able to construct a model of the "programming" domain while considering in human activity (domain) three essences (subject, tool and product), and taking into consideration that in programming such essences are programmer, programming language and program (fig. 3).
Fig. 3. Programming domain

Considering connection of essences, mentioned above, with style of human activity, we may define such conceptions, as style of a subject, style of a tool and style of a product. For "programming" domain, they correspond to such conceptions, as: programmer's style, style of programming language and style of program. A fragment of model of "programming" domain, that takes into consideration influence of style, is represented by three classes - style of programming language, programmer and program (fig. 6) [19]. Usually, in style of programming language, some subset of programming style is realized. Support must be realized in the form of means, providing representation of corresponding style in the context of programming language means. As a rule, programming style expression doesn't exceed the limits of vocabulary and syntax of programming language and is provided automatically. But it is necessary to keep to style of programming, that's why it's necessary to provide tools, controlling programming style, just as the way controlling syntax. It will provide obligatory realization of style property of the program in the context of the given style of a programming language. It is possible to realize control over the programming style by means of empirical methods and tools, in particular - measurements and measuring devices. Style of programmer is the acquired quality of programmer to be acquainted with definite style of programming and apply it in programming. Acquisition of this
quality is performed by studying the style of programming language. In the strict sense, style of programmer must be his professional quality, like the ability to paint for an artist and must be acquired while training skills [14]. Style of programmer is connected with processes of motivation of training, retraining and application of programming style.

Fig. 6. Programming domain and style

Style of a program is the ability of a program to satisfy requirements of the programming language. Incomplete satisfaction of the requirements of programming language leads to stylization of a program. For example, many programmers use stylization to Hungary notation. Thus, the main system-generative factor for style is ideology or idea.

**Scheme of rules of programming styles systematization**

Modeling of object domain includes the description of objects, their features and relations between objects. Object of the subject domain is rules representing the style.

The following features have been revealed: rules have an author and pattern of use; descriptions of software objects, to which the rules are applied, are considered on the levels of encapsulation and make up a program; a program can be considered as a construction of software objects descriptions. By analyzing rules and relations between them and other objects of subject domain, we systematize the rules by the use of five criteria: pattern of a rule application, object of rule
application, level of encapsulation of objects to which a rule is applied, and the author of a rule.

**Pattern of a rule application.** The rules which observance is compulsory are selected, for example, “all designations should be composed in English”, and rules which are recommended for use, for example, “do not use short identifiers”. We shall distinguish two types of rules: directives and recommendations.

**Object of rule application.** Rules are considered concerning software objects (for example, variable, expression, subprogram) or in various aspects of program (for example, commentation, designations). We shall define the type of objects of rules application as a systematization sign.

**Level of objects encapsulation.** Description of software construction often depends upon which software construction of higher level it is encapsulated into. For example, certain style rules are applied for the subprogram if it is a procedure, function or macro. Other rules are applied if the same subprogram is a class method. In the first case it is recommended to apply the rule “do not use global variables in a subprogram”. As far as there is no notion of global variables when describing a method, one should follow the rule “take the description of method body out of class description scope”. All software constructions can be considered on the lexical, operational, subprogram, modular and class levels of encapsulation. We shall systematize the rules by the level of encapsulation of objects to which a rule is applied.

**Author of rule.** Analysis of rules shows that certain rules are proposed by organizations-developers, for example, «use upper and lower cases during the composition of identifiers» («Camel», Microsoft). The other rules – by individual software engineers, for example, “use a prefix for indication of variable values type” (Hungarian notation, Charles Simonyi). Yet the other rules are connected with certain software tools, for example, presentation of identifiers in the form “Command1, Command2, label1, …” (Delphi). The major part of them does not have an author. We systematize the rules by the pattern of author in the following way: rules of organizations, private rules, rules of tools and general (“public”) rules.

In order to implement a model of subject domain in the form of ontology, it is required to systematize rules, as well as to develop the presentation of rules. Verbal description of rules in the form of natural language sentences (which are usually examples and explanations) is the most widely used. Each rule we shall describe by a relation tuple with a scheme $\text{Sch} = (D, F)$, where $D$ – is a documentary part of rule presentation, and $F$ – is a factual part (systematizing patterns) (table 1). At the same time, $D = (d_1, d_2, d_3)$, where $d_1$ – is a description of rule, $d_2$ – explanation or commentary to the rule, $d_3$ – exclusion, and $F = (f_1, f_2, f_3, f_4, f_5)$, where $f_1$ – nature of a rule, $f_2$ – object of rule application in the software aspect, $f_3$ – object of rule application in the object aspect, $f_4$ – level of encapsulation of objects to which a rule is applied, $f_5$ – rule authorship.
### Table 1
Form and example of presentation of programming style rule

<table>
<thead>
<tr>
<th>Documentary part of rule presentation D</th>
<th>Factual part of rule presentation F (systematizing patterns)</th>
<th>Programming style</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of rule</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explanation of rule</td>
<td>Exclusion of rule</td>
<td>H_A</td>
</tr>
<tr>
<td></td>
<td>d_i</td>
<td>d_2</td>
</tr>
<tr>
<td>Variables that have a small operation scope, should be described by short designations</td>
<td>Short designation of variable informs of the fact that the variable is temporal, is introduced for the storage of intermediate values or performance of auxiliary functions</td>
<td>–</td>
</tr>
</tbody>
</table>


**Conclusion**

Usually, in style of programming language, some subset of programming style is realized. Support must be realized in the form of means, providing representation of corresponding style in the context of programming language means. In order to minimize the scope of work associated with the use of style, one should apply new means. In this article the application of ontologies is described. Modeling of object domain with the help of ontologies includes the description of objects, their features and relations between objects. Object of the subject domain is rules representing the style. Form of presentation of programming style rule for ontologies was proposed.
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MATHEMATICAL MODEL OF SOFTWARE ECOSYSTEM

The mathematical model of software ecosystem is considered using set theory, proposition logic and real-time process algebra (RTPA)

Introduction

Software ecology is said to be a new branch of software engineering today. The software creates organizational and technical systems that appear, evolve and degrade like natural biosystems. Software Ecology is a term that affects the industry of researches of the properties, behavior and laws of software systems and their impact on environment and human activities. A key role in studies of the ecology and software ecosystems is played by software. Researches of software ecosystems may be associated with the identification and formalization of ecosystem types of software, creation their models, development of recommendations for development and maintaining the software ecosystems and so on.

Software Ecosystem Model

Definition and the formal description of the software ecosystem is very important today. Researches into software ecosystems are represented by several works [1], [3], [4], [5], [6], [10], [11], [12]. Software ecosystem is a complex that includes the software, environment of its development, operation, maintenance and utilization associated with each exchange of software and intelligence. A software products and services, producers of products and services, customers, contacts are the main elements of ecosystem. It is important to create models of software ecosystems. At the ecosystem approach of studies the key role is played by programs that create system and developed, accompanied and operate in a socio-technical environment. Social and technical environment of the software ecosystem includes hardware, developers, suppliers, users, state, standardization companies, and others. It is possible to select the software interaction with other elements of the ecosystem:

− other software;
− hardware;
− user;
− organizations and social groups;
− artificial objects;
− natural objects and processes.

The studies of ecosystems consist of the analysis and construction of representations. The complexity of software ecosystems and the diversity goals of stakeholders determine the presence of many points of view. With the concepts of
ecosystem properties that are useful for considering large software systems, such as the complexity of isolated, decentralized control, unpredictable effects, the complexity of monitoring and evaluation, competition in niches, stability, adaptability, stability and viability. These features, as well as the composition of the ecosystem itself are opened to examine it from the point of view of the system (System of a System).

System of system is defined as the set of ordered systems that interact to provide a certain performance. The loss of any part of the system reduces the performance of the whole system.

System of Systems is any system composed of systems that are themselves autonomous. Under the system we mean any group of interacting or interdependent entities forming purposeful unity. Under autonomy refers to the ability to exercise independent action or decision. Operational, management and evolutionary independence and emergent behavior arise from autonomy of the components of the systems [2].

All of the above makes it possible to consider the software ecosystem as a system of systems, autonomous components of which are:

1. Software (technical abstract system $S_1$).
2. Hardware (technical material system $S_2$).
3. Objects and processes (natural system $S_3$).
4. State, standardization organizations, vendors, software users (economic system $S_4$).
5. Developers and managers, social communities (social system $S_5$).

Thus, in an ecosystem of software systems, we mean a system formed by the interaction of autonomous open systems technical, natural, social and economic origin to ensure specified performance.

Based on algebra of systems [13], you can submit the software ecosystem as a result of algebraic operations of conjunction of autonomous components of the system:

$$ES = \prod_{i=1}^{n} S_i, \; n = 5, \; (1)$$

where $ES$ - software ecosystem, $S_i$ - systems, which are parts of software ecosystem, $\prod$ - conjunction of systems.

Since the elements of ecosystems are open systems software, we will file it as a tuple:

$$S = (C, R^C, R^l, R^O, B, \Omega),$$

where $C$ is a non-empty set of system components, $C = \{c_1, c_2, \ldots, c_n\}$;

$R^C \subseteq C \times C$ is a set of internal relations;

$R^l \subseteq C_\Omega \times C$ is a set the external input relations;

1.13.37
\( R^O \subseteq C \times C_{\Theta} \) is a set of internal output relations;

\( B \) is a set of behaviors (or functions), \( B = \{b_1, b_2, \ldots, b_p\} \)

\( \Omega \) is a set of components of structures, conditions of relations, the scope of behavior,

\[ \Omega = \{w_1, w_2, \ldots, w_g\} \]

\( \Theta \) is an environment of non-empty set of components \( C_\Theta \), \( C_\Theta \cap C = \emptyset \).

Given introduced notation, we can rewrite equation (1) as:

\[ ES = ES(\bigcup_{i=1}^{5} C, \bigcup_{i=1}^{5} R^C_i \cup \bigcup_{j=1}^{5} R^O_j \cup \bigcup_{j=1}^{5} B_j \cup \Delta B_j \cup \bigcup_{j=1}^{5} \Omega_j \cup \bigcup_{j=1}^{5} \Theta_j) \]

(2)

where \( \bigcup \) is a conjunction of sets;

\( \Delta R^C \), \( \Delta B \) is a new internal relations and behavior;

\[ j = C_n^2 = \frac{n!}{2!(n-2)!} \]

is a number of systems, which are included in the software ecosystem.

To describe formally every set of tuple is proposed by using the following theories:

- for \( C, \Theta \) – set theory and algebraic operations on them;
- for \( R \) – theory of relations. In this case, be sure to check that the properties of asymmetry and reflexivity (in case when at least one of the properties can not be done, tuple can not be considered as a system);
- for \( B, \Omega \) – propositional logic and real-time process algebra (RTPA) [13]. It should be noted that the behavior of a software system is divided into static and dynamic.

**General formal description of software ecosystem**

System \( S_1 = \text{software} \).

\[ S_1 = (C_1, R^C_1, R^O_1, B_1, \Omega_1, \Theta_1) \] is an open technical abstract system, where

\[ C_1 = \{c_{ij} \mid c_{ij} \in \bigcup_{j=1}^{m} P_j, \; j = 1, \ldots, m, \; m, n \in \mathbb{N} \} \]

\( P_j \) is a set of software subsystems,

\( c_{ij} \) is subsystems components.

Let’s consider \( C_1 \). For example, software is a system for the collection of information in the form of responses of experts and / or users with further processing. Then the set of components of the system can be as follows:
\[ C_i = \{c_{ij} \mid c_{ij} \in \bigcup_{j=1}^{3} P_j, \quad i,j \in N \} , \]

where \( P_1 \) - subsystem „Web-module”; 
\( P_2 \) - subsystem „Data Base”; 
\( P_3 \) - subsystem „Main Application”;
\[ C_{i1} = \{\text{files *.jsp, Web-browser, TomCat WebServer} \}, \quad i = 1,7 ; \]
\[ C_{i2} = \{\text{tables} \}, \quad i = 1,8 ; \]
\[ C_{i3} = \{\text{libraries, executable component} \}, \quad i = 1,6 . \]
General number of system components – 41.
\[ R_i^J = \{\rightarrow\}, \quad \text{where } \rightarrow - \text{relation of base dependency.} \]
\[ (\forall c_{ij} \in P_j, \quad i = \overline{1,n}, \quad j = \overline{1,m}, \quad i,j \in N) \]
\[ ((c_{11} \rightarrow c_{nm}) = (c_{11},c_{nm}) \notin (c_{nm} \xrightarrow{\phi} c_{nm'}) \Rightarrow (c_{11} \xrightarrow{\psi} c_{11}')), \]
where \( \phi, \psi – \text{transformation "change component".} \)
For structure (tuple) to be really a system, it is important to check the properties of reflexivity and asymmetry for a given relation. In this case, the relation of reflexivity is obvious. Property asymmetry is also performed as:
\[ (\forall c_{11} \in P_1)(\forall c_{22} \in P_2)(c_{11} \neq c_{22} \Rightarrow (c_{11} \rightarrow c_{22} \Rightarrow c_{22} \rightarrow c_{11}) \]
\[ R_i^I = \{\text{Integration (reusable software components, software components); development and maintenance (developers, software components); functioning (hardware, software components); development of normative base (standards bodies, software components); defense of intellectual property rights (government, software components)} \]
\[ R_i^O = \{\text{Exports (software components, other software); functioning (software components, hardware); providing solutions and services (software components, users); supply (software components, independent software vendors); impact on the environment (software components, natural processes)} \]
\[ \Theta_i = \{\text{Hardware, natural objects, social system, economic system, other software ecosystem} \]
\[ B_i = \{\text{Set of behaviors (functions) of the system}.} \]
As already mentioned, the behavior of a software system is divided into static and dynamic and easily described using real-time process algebra.
Conclusions

In this paper, we provided a mathematical model of software ecosystem, bases on set theory, propositional logic and real-time process algebra. This model describes software ecosystem as a system of system, which are systems of different nature. It is given also an example of description of system “software”.

From new software ecosystem perspectives, future work is related to identifying properties of each system, to describing them, to understanding dependences of these systems on themselves, to finding characteristics for monitoring of software ecosystems and to developmenting of recommendations for development and maintaining the software ecosystems.
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Aspects of the energy-saving approach in the information systems development are reviewed. Methods of code optimization on the criterion of minimum energy consumption are described. Recommendations for developers to write programs that ensure the optimal use of the information systems electricity are given.

Introduction

Information systems (IS) are of great importance for modern society. Without them it is impossible productive activity in any industry. However, their use has costs and affect the environment. That is why the modern IS should be green.

The greenness of information systems is reached by minimizing the consumed electric power, and also used computer resources. Aspects of green information systems are:
- reduction of harmful impacts on the environment hardware IS;
- implementation of energy saving technologies;
- provision of «greenness» data centers [10].

The main object of this article is the second aspect green information systems. It is energy saving. In information systems this can be achieved in two ways.

The first way is reducing energy consumption by improving the design of the hardware components of the information system.

The second way is using to reduce power consumption software (SW) information system. [9]

The aim of this article is examining aspects reduction of energy consumption IP through the use of energy-saving and review of modern methods of code optimization on the criterion of minimum energy consumption.

1. The main sources of energy consumption

When the application starts, there are two main sources of energy consumption - CPU and memory.

The power consumption of the processor. For measuring this component of the energy consumption of the developed model of energy consumption level instructions.

There are two main components of these models:
- basic energy costs - costs that are associated with the underlying processing necessary to execute the statement. Consumption is estimated as the average current is spent executing one cycle of processing multiple instances of the same instructions;
- overhead energy is obtained due to the switching action in the schema processor and indirect additional costs of energy resulting from the fulfillment of related instructions (recalculation indexes cycles and calculating memory addresses).
To measure the average current in this case used a sequence of specialized instructions [3].

Energy costs for memory. According to the typical model of energy consumption of the energy consumed in the operation of memory access, and its flow is directly proportional to the number of accesses, size and number of ports I / o memory, power supply, and production technologies [3].

2. Code optimization

When developing software, we can save energy through efficient use of computing resources and avoid repeating work, for example, recompiling [6].

Here is an overview of modern methods of code optimization on the criterion of minimum energy consumption through efficient use of computing resources.

Selection of efficient algorithms for software development

The study of the problems and the right choice of architecture, design, algorithms and data structures that will help to create software that will provide better performance while consuming less energy.

A better algorithm or data structure for this task depends on many factors. For a specific task stack can be better than all, and B-tree can be better than a binary or hash function. But when the choice of the algorithm it is necessary to note that the movement of data in the program code requires energy, so you select an algorithm that should ensure data movement to a minimum [1].

Multithreading

Multithreading is a property of the platform (for example, operating system, virtual machine, and so on) or application, which is that the process is generated in the operating system may consist of multiple threads running in parallel, that is, without the prescribed order in time[8].

The experiment carried out in [4] showed that parallelization of tasks can significantly reduce the energy consumption of the processor.

Using vector instructions

One way to optimize the code is code vectorization - replacement use scalar C-code with advanced instructions such as SSE4.x, AVX1 or AVX2. These instructions help perform commonly used actions faster and with less power requirements. [2]

In [1] was an experiment that was what took 2 different audio decoding algorithm and optimized using Intel® Advance Vector Extensions (Intel AVX). In accordance with this method was on and off function AVX and measured performance and average power of audio decoding. When AVX is enabled, the work is done much faster - on 1.65X and 1.34X with huge energy savings.
Reducing the number of system calls

For example, preferably using the Windows API "EnterCriticalSection()" to synchronize data between threads in user space instead of "WaitForSingleObject()", running in kernel space, it saves more than 60% of the energy [5].

Reducing memory usage

Minimize memory usage is achieved by eliminating unnecessary casts of graphics format caching frequently used data structures, limiting the number of moves data between kernel space and user space[2].

Using libraries

Energy efficiency can also be improved through the use when writing code libraries that contain already optimized implementation of General algorithms in areas such as audio, video, imaging, cryptography, speech recognition, and signal processing for execution. An example of such a library is Intel® Integrated Performance Primitives and Kernel Library Intel® Math provided by Intel [1].

3. Recommendations

On the basis of the material presented can be formulated recommendations for software developers:
- to avoid duplicate work, for example, recompiling;
- to implement programs to choose an algorithm that reduces the data movement to a minimum;
- actively to use a threaded organization code;
- when writing code to use modern vector instructions, such as SSE4.x, AVX1 or AVX2;
- to reduce the number of system calls;
- to exclude from the program code unnecessary format conversion charts;
- to use caching frequently data structures used;
- when writing code to use the catalogue of the libraries that contain already optimized implementation of General algorithms.

In addition to the above recommendations, you can reduce the time in privileged mode and replace cycles standby Sleep(0) Pause() function [2].

Conclusions

Described in the article modern methods of code optimization on the criterion of minimum energy consumption, and data based on the review recommendations software developers design programs allow for more efficient use of the information systems computing resources. Reducing energy consumption of the information systems is relevant direction and requires further development.
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THE DOMAIN-ORIENTED TOOL FOR CONSTRUCTING SOFTWARE

In the article considers problems of reducing the cost of software development for complex domains. The domain-oriented tool for constructing software of instructor consoles for flight simulators various types is proposed.

In conditions of limited financing and difficulties associated with the development of domain-oriented software special importance is the question of reducing the cost of software development, while maintaining the quality and reliability of software and improve productivity software.

Constructing is important part of the process of software development. Depending on the size of the project is allocated at constructing 30-80% of the total running time.

Constructing software this is a stage of life cycle software development, following the designing, which aims at building a working code [1-2]. That is, constructing is a process of conversion artifacts created by human in the previous stages life cycle, in artifacts, which understandable for computer via tools and programming languages. The result of constructing is a programming code.

Take into account the complexity of some domains (flight control, the activities of the bank, instructor console for flight simulator, etc.), and the importance and high cost of stage constructing software is appropriate to create a domain-oriented software tool for constructing software for such domains. In article is proposes the creation of a domain-oriented applications (software environment) for constructing software of instructor consoles for flight simulators various types.

Software environment this is a set of software tools, by means of which is realized design programs. In article, environment is proposed to create through systematic asynchronous reuse by method of domain engineering. Thus, the environment and the software is domain-oriented.

Domain engineering – activities, that aimed at collecting, systematizing and preserving past experience in building systems or parts of systems in a particular domain in the form of reusable resources (assets, resources), and providing appropriate means for reuse of resources (ie, search, distribution, adaptation, assembly) when creating new systems [3].

Domain engineering is designed to improve the quality of developed software products through the reuse of software artifacts. As a result, through the use of domain engineering, the company can maximize profits; reduce the time of launch of new product on the market, using concepts (concept) and the implementation of previous systems, applying them to the target system [3, 4].

There are two approaches for organize the software environment [5]: adaptive and composite. In article, is proposed to use an adaptive approach, the essence of which is consists in the use of predefined reusable architecture and set of reusable components to fill the vacant seats in architecture by them. By using the
domain engineering creates not only a set of reusable components (\(R\)), but also reusable architecture of domain-oriented application (\(A\)):

\[ S = (R, A), \]

where \(S\) – software environment; \(R\) – repository of reusable components; \(A\) – reusable architecture of domain-oriented application.

Components of environment are created based on the experience that has accumulated in the domain and have formalized an image that consists of ontologies – graphical and analytical notation, mathematical models of domain entities, code templates. The components are stored in the repository environment.

Repository is a storage of reusable components, including interface elements, parameters, and programs of flight, which is inherent formalized image in form a ontology.

Architecture of domain-oriented application this is a structure that contains the relationship between application parts that is filled reusable components in the constructing of software (Fig. 1).

![Fig. 1. Architecture of domain-oriented application](image)

The panel of instructor console is the main compositional class (InstructorPanel), which includes the following classes: InterfaceElement (interface element), Parameter (parameter), FlightJournal (journal of flight), FlightProgram (program of flight). In addition, the panel includes an element – component of the exchange parameters (ComponentInterchange), intended for two-way exchange of parameters between the instructor console and flight simulator by UDP-protocol. He is represented by classes UDPClient – a client who sends the message and UDPServer – server receiving the message.
Each reusable component ($RC$), depending on its type (interface element, parameter, program and journal of flight), in the environment represented deuce of the form: $RC = \left( t_i, e_i \right)$, where $t_i$ – template of program that provides a visual representation of the object $V_i$; $e_i$ – editor of reusable components.

Each editor is presented in two zones. Zone «A» this is a display of visual images interface element, zone «B» – setting structure and establish a visual image element by filling the field values, that indicate specific parameters element. Editing of reusable components is setting the templates of software code reusable components that is realized via editors.

The interface of reusable component is described using language XML, in the form of XML-specifications. Templates of code reusable component is represented using XML-tags that are created for each type of reusable components. Between these tags indicate the values of components that together form the XML-specification. These descriptions are stored in XML-files.

Generation of reusable components this is integration of visual and functional images of components and transformation them into code. To ensure of working the generator by language C# is proposed to create software modules designed to integration and transformation XML-specifications, in accordance with the rules of transformation, in objects of classes programming languages C# and vice versa. The module contains methods that describe the conversion algorithm. When converting XML-specifications on object of a certain class of languages C# each attribute of XML-tag is transformed in the property of the relevant class. The received code of reusable components is saved to the file, which combines image software of elements instructor console.

Conclusions

The proposed in the work domain-oriented environment for constructing software allows to create software for instructor consoles of flight simulators different types, which significantly reduces the time and cost of software development.
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NECESSARY CONDITION FOR EXCITATION THE OSCILLATIONS IN GOODWIN’S MODEL OF BUSINESS CYCLE

We investigate the necessary condition for excitation of long-periodic Goodwin’s oscillations and short-periodic sawtooth oscillations in the Goodwin model of the business cycle with fixed delay in the induced investment and in the consumption.

Introduction

In [1] Goodwin proposed a business cycle model in the form of the neutral delay differential equation with fixed delay in investment

\[
\dot{y}(t) = -(1 - \alpha) y(t) + \varphi(y(t - \theta)) + A(t) \tag{1}
\]

Here \( y(t) \) is income, \( \varphi(y) \) is induced investment, \( A \) is the autonomous investment, \( \varepsilon > 0 \) and \( \theta > 0 \) are the time-lag of the dynamic multiplier and the time-lag between the investment decisions and the resulting outlays, \( \alpha \) is the marginal propensity to consume, \( 0 \leq \alpha \leq 1 \), and \( \dot{y} = \frac{dy}{dt} \). Values of \( y, \varphi \) and \( A \) are expressed in billions of dollars per year, \( t \) is time in years. The function \( \varphi(y) \) satisfies the conditions:

\[
\varphi(y) \geq 0; \quad \varphi(0) = 0; \quad \varphi'(0) = r ;
\]

\[
\varphi(y) \to \varphi_c \text{ if } \dot{y} \to \infty; \quad \varphi(y) \to \varphi_f \text{ if } \dot{y} \to -\infty ,
\]

where \( r \) is the acceleration coefficient (in years), \( \varphi_c \) and \( \varphi_f \) are the Hicksian ceiling and floor (in billions of dollars per year). Also an initial function \( y(t) = \Phi(t), \ t \leq 0 \) for the delay differential equation (1) needs to be specified.

It was shown in [2] by the analog simulation, that Eq. (1) has many solutions. One of them is similar to the long period Goodwin’s oscillation [1]. Other solutions are the short periodic sawtooth oscillations with periods \( T_n \approx \frac{\theta}{n} \), \( n = 1, 2, \ldots \). These results are confirmed by a numerical simulation performed in [3].

Recently Matsumoto and Szidarovszky [4] have proposed Goodwin’s model with a fixed delay in investment and in the consumption. This model has the following form:

\[
\dot{y}(t) = -y(t) + \alpha y(t - \gamma) + \varphi(y(t - \theta)) + A(t), \tag{2}
\]

where \( y \) is the consumption delay time.
We have performed numerical simulations of Eq. (2) and have showed that this model also generates the long oscillation as well as the short periodic ones.

**Problem statements**

In this paper we obtain the necessary condition for the excitation of Goodwin’s oscillations and the sawtooth oscillations for model with delays in the induced investment and in the consumption.

**Analysis of the linearized Googwin equation**

If $A(t) = 0$, Eq. (2) has a stationary solution $y_s = 0$. We are interested in the stability of this solution. Variational equation for Eq. (2) takes the form

$$\dot{y}_L(t) = -y_L(t) + py_L(t - \gamma) + y_L(t - \theta).$$

To investigate its stability, we seek its solution in the form $y_L(t) = y_0 e^{\lambda t}$, where $\lambda$ is the eigenvalue. Substituting $y_L(t) = y_0 e^{\lambda t}$ into Eq. (3) and rearranging terms, we obtain the corresponding characteristic equation:

$$r\lambda e^{-\lambda \theta} - \epsilon \lambda - 1 = 0.$$  \hspace{1cm} (4)

First recall some basic facts concerning the properties of solutions of Eq. (4). For the roots with $|\lambda| \rightarrow \infty$, Eq. (4) can be replaced by an approximate equation $r\lambda e^{-\lambda \theta} - \epsilon \lambda = 0$. From this equation we obtain $\lambda_n \theta = \ln p + 2i\pi n$, $n = 1, \pm 2, \ldots$, where $p = r/\epsilon$. If $r > \epsilon$, then all high modes with frequencies $\omega_n \approx 2\pi n/\theta$, $n = 1, 2, \ldots$ are unstable for any value of $\theta$.

We now consider the dependencies of the roots of Eq. (4) on the parameter $r$. There were chosen the following parameters [1]: $\alpha = 0.6$, $\epsilon = 0.5$, $\theta = 1$. The numerical results given in Table 1 and in Table 2 for $\gamma = 0$ and $\gamma = 1$ respectively.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>-0.1870+0.8453i</td>
<td>-0.0076+6.4074i</td>
<td>-0.0020+12.6296i</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.0903+0.8218i</td>
<td>0.1713+6.4069i</td>
<td>0.1794+12.6296i</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.0084+0.7943i</td>
<td>0.3226+6.4063i</td>
<td>0.3328+12.6295i</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0625+0.7641i</td>
<td>0.4537+6.4058i</td>
<td>0.4657+12.6294i</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1810+0.6985i</td>
<td>0.6729+6.4046i</td>
<td>0.6878+12.6292i</td>
</tr>
<tr>
<td>1.2</td>
<td>0.2776+0.627i</td>
<td>0.8520+6.4034i</td>
<td>0.8692+12.6291i</td>
</tr>
<tr>
<td>1.4</td>
<td>0.3593+0.549i</td>
<td>1.0036+6.4023i</td>
<td>1.0226+12.6289i</td>
</tr>
<tr>
<td>1.6</td>
<td>0.4299+0.4620i</td>
<td>1.1349+6.401i</td>
<td>1.1555+12.6288i</td>
</tr>
<tr>
<td>1.8</td>
<td>0.4922+0.3595i</td>
<td>1.25016+6.400i</td>
<td>1.2727+12.6286i</td>
</tr>
<tr>
<td>2.0</td>
<td>0.5478+0.2204i</td>
<td>1.35452+6.399i</td>
<td>1.3776+12.6285i</td>
</tr>
</tbody>
</table>
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Table 2. Roots of Eq.(4) as functions of $r$ for $\alpha=0.6$, $\varepsilon=0.5$, $\theta=1$ and $\gamma=1$.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>-0.7506+0.4333i</td>
<td>-0.0288+6.4010i</td>
<td>-0.0079+12.6287i</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.5947+0.5666i</td>
<td>0.1452+6.4290i</td>
<td>0.1721+12.6441i</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.3662+0.6602i</td>
<td>0.4205+6.4624i</td>
<td>0.4561+12.6630i</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.2004+0.6779i</td>
<td>0.6345+6.4811i</td>
<td>0.6764+12.6741i</td>
</tr>
<tr>
<td>1.2</td>
<td>-0.0708+0.6659i</td>
<td>0.8096+6.4926i</td>
<td>0.8564+12.6814i</td>
</tr>
<tr>
<td>1.4</td>
<td>0.0353+0.6385i</td>
<td>0.9578+6.5001i</td>
<td>1.0086+12.6864i</td>
</tr>
<tr>
<td>1.6</td>
<td>0.1250+0.6013i</td>
<td>1.0863+6.5052i</td>
<td>1.1405+12.6901i</td>
</tr>
<tr>
<td>1.8</td>
<td>0.2027+0.5568i</td>
<td>1.1997+6.5088i</td>
<td>1.2568+12.6929i</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2710+0.5056i</td>
<td>1.3013+6.5113i</td>
<td>1.3609+12.6951i</td>
</tr>
</tbody>
</table>

We see, that the stability switch for $\lambda_0$ depends strongly on $\gamma$.

At any stability switch $\Re \lambda = 0$ and hence $\lambda = i\omega$. Substituting $\lambda = i\omega$ into (5) and separating the real and imaginary parts, we have

\[ r\omega \sin \omega \theta + \alpha \cos \omega \gamma = 1, \]
\[ r\omega \cos \omega \theta - \alpha \sin \omega \gamma = \omega \theta \]

which is equivalent to

\[ \omega \sin \omega \theta = \cos \omega \theta + \alpha \cos \omega \gamma \]

which is equivalent to

\[ r = \varepsilon \frac{1 - \alpha \cos \omega \gamma}{\cos \omega \theta - \alpha \cos \omega \gamma}. \]

We have the following claim. Equation (4) has purely imaginary roots if and only if

\[ r = r_k = \frac{1 - \alpha \cos \omega_k \theta}{\omega_k \sin \omega_k \theta}, \]

where $\omega_k$ is a root of (5).

From Eqs. (5) – (6) it follows that if delay $\gamma$ increases, then the frequency $\omega_0$ decreases and the threshold $r_0$ increases. The numerical solutions of Eqs. (5) - (6) for $\varepsilon = 0.5$, $\alpha = 0.6$, $\theta = 1$ are shown in Figure 1 by solid lines.

For small $\omega_0 \theta$, $\omega_0 \gamma$ and $r_0 \gamma$ can be approximated by the following formulas

1.14.3
\[
\omega_n \approx \sqrt{\frac{2(1 - \alpha)}{2\pi \theta + \theta^2 - \alpha(\gamma - \theta)^2}}, \quad \text{(7)}
\]
\[
n_0 = \varepsilon + a\gamma + \frac{(1 - \alpha)\theta}{2}. \quad \text{(8)}
\]

Dependencies (11) and (12) are shown in Figure 1 by dashed lines.

Fig. 1. The functions \( \omega_n(\gamma) \) and \( n_0(\gamma) \) for \( \alpha=0.6, \varepsilon=0.5, \theta=1 \). The solid lines correspond to the numerical solution of Eqs. (5) - (6). The dashed lines correspond to the formulas (7)-(8).

**Conclusions**

We have shown that if \( r > \varepsilon \), the unstable high modes always exist. To excite Goodwin’s mode the accelerator must exceed the certain minimum value \( r_0 \). We have found an approximate expression for \( r_0 : \)

\[
r_0 = \varepsilon + a\gamma + \frac{(1 - \alpha)\theta}{2}.
\]

In the range \( \varepsilon < r < r_0 \) the Goodwin’s mode does not excite. It should also be noted that in reality the excitation threshold of Goodwin’s mode lies higher than \( n_0 \). This is due to the fact that, as seen in Table 2, only when \( r \geq 1 \) the growth rate of Goodwin’s mode will be comparable with the growth rate of the first mode.
This confirms the results of the numerical solution of Eq. (3), which are shown in Figure 2. They show that there is a threshold \( \gamma_{cr} \approx 0.61 \): if \( \gamma < \gamma_{cr} \), then the steady state solutions have the form of the long periodic Goodwin oscillations. If \( \gamma > \gamma_{cr} \), then the steady state solutions have the form of sawtooth oscillations.

Fig. 2. Solutions \( y(t) \) of Eq. (2) with \( \alpha=0.6, \, \varepsilon=0.5, \, \theta=1, \, \rho=2, \, \Phi(t)=0, \) and \( A(t)=10te^{-t} \). The lines 1, 2, 3 and 4 correspond to \( \gamma=0.05, \, \gamma=0.5, \, \gamma=0.6 \) and \( \gamma=0.625 \).

\[
\begin{align*}
\varphi(y) &= \varphi_2 \left[ 1 - \frac{\varphi_f - \varphi_f \varepsilon^{\gamma t}}{\varphi_2 - \varphi_f \varepsilon^{\gamma t}} \right], \\
\rho &= r \frac{\varphi_f - \varphi_f \varepsilon^{\gamma t}}{\varphi_2 \varphi_f}, \quad \text{and} \quad \varphi_2 = 9, \, \varphi_f = -3.
\end{align*}
\]
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This paper considers the method of phantom nodes to improve the convergence of trigonometric interpolating polynomials, based on the compression of a segment of interpolation and adding a certain number of phantom nodes to the sequence of a function values. The results of test calculations correspond with the theory and demonstrate the efficiency of the considered methods.

Trigonometric polynomials are applied as mathematical models of physical processes in many scientific and technical problems. When information about a process is given as a discrete equidistant sequence of values of a function, trigonometric interpolation polynomials are applied \([1]\). It is easy to see that the interpolation trigonometric polynomials have the same disadvantages as the well known Fourier series. To improve the rate of convergence of these polynomials we propose the method which is called the method of phantom nodes \([2, 3]\).

It is known that classic construction of an interpolation trigonometric polynomial is realized in such way. One should choose a number \(N, N = 2n + 1, (n = 1, 2, \ldots)\) of interpolation nodes and define the net \(\Lambda_x = \{t^i\}_{i=1}^N, t_i = \frac{2\pi}{N}(i - 1)\) on the segment \([0, 2\pi]\). Calculating the values of the function \(f(t)\) at the nodes of the net \(\Lambda_x = \{t^i\}_{i=1}^N\), one will construct a trigonometric interpolation polynomial \(T_N(t)\).

Let's make a following remark. Generally speaking, an interpolation trigonometric polynomial \(T_N(t)\) interpolates a function \(f(t)\) at the \(N\) points given on the segment \(2\pi - h, h = \frac{2\pi}{N}\). At the point \(2\pi\) the value of this polynomial is defined by virtue of periodicity. Therefore we will consider the interpolation polynomial \(T_N(t)\) only on the segment of interpolation \(2\pi - h\).

The method of phantom nodes consists in following. We add to the sequence of interpolation nodes a set of \(2k, (k = 1, 2, \ldots)\) phantom nodes on the right side; the values at these phantom nodes may be chosen in one way or another. Note that we take an even number of phantom nodes only to keep the total odd number of interpolation nodes.

It is easy to see that in this way we receive \(N + 2k\) interpolation nodes on the segment \([0, 2\pi]\); therefore the order of interpolation polynomial is now equal to \(n + k\).
It is evident that the segment $2\pi - h$ of interpolation of the function $f(t)$ is compressed and becomes equal to $2\pi - h(2k + 1)$, where the step of net now equals $h = \frac{2\pi}{N + 2k}$. 

As a result of application of the method of phantom nodes an error of interpolation of the function $f(t)$ is essentially decreased in all cases considered.

When applying the proposed method of phantom nodes it is important to choose the values of interpolation sequence at phantom nodes in an appropriate way. Although in some cases this choice does not offer any essential problem, generally these values may be chosen applying the Hermitian polynomials which are constructed on the values of function and values of divided differences of corresponding order.

To select the values of the interpolation sequence at phantom nodes authors also applied the method of direct selection of values on the basis of criteria of minimal error; this was done to determine the potential of the method of phantom nodes.

To illustrate the proposed method of phantom nodes the test examples for some smooth functions on the segment $[0, 2\pi]$ were considered. On this segment $N$ interpolation nodes were defined and values of the function were calculated in these nodes. Further, for these nodes a trigonometric interpolation polynomial was constructed and the error of interpolation was calculated. Then two phantom nodes were added. Values at these nodes were calculated by different methods. For the received sequence of $N + 2$ points an interpolation trigonometric polynomial was constructed and the error of interpolation was calculated again. Then similar calculations were conducted for four phantom nodes.

The results of comparison of these errors are given in the tables 1-6.

Comparison of error of interpolation for function $y = t + 1, \ x \in [0, 2\pi]$ without phantom nodes to the error of interpolation with 2 phantom nodes

<table>
<thead>
<tr>
<th>Number of interpolation nodes</th>
<th>Continuity of function</th>
<th>Continuity of function and its first derivative</th>
<th>Continuity of function and its first two derivatives</th>
<th>Values are selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.5</td>
<td>7.6</td>
<td>7.6</td>
<td>35.2</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>8.7</td>
<td>18.3</td>
<td>36.7</td>
</tr>
<tr>
<td>13</td>
<td>3.2</td>
<td>9.4</td>
<td>9.4</td>
<td>35.5</td>
</tr>
</tbody>
</table>

Comparison of error of interpolation for function $y = t + 1, \ x \in [0, 2\pi]$ without phantom nodes to the error of interpolation with 4 phantom nodes
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Comparison of error of interpolation for function $y = \sin \frac{3}{4}t$, $x \in [0, 2\pi)$ without phantom nodes to the error of interpolation with 2 phantom nodes

Table 2

<table>
<thead>
<tr>
<th>Number of interpolation nodes</th>
<th>Continuity of function</th>
<th>Continuity of function and its first derivative</th>
<th>Continuity of function and its first two derivatives</th>
<th>Values are selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.4</td>
<td>15.8</td>
<td>41.3</td>
<td>208</td>
</tr>
<tr>
<td>9</td>
<td>4.5</td>
<td>20.6</td>
<td>61.1</td>
<td>1153.8</td>
</tr>
<tr>
<td>13</td>
<td>4.8</td>
<td>22.9</td>
<td>71.1</td>
<td>1159.4</td>
</tr>
</tbody>
</table>

Comparison of error of interpolation for function $y = \sin \frac{3}{4}t$, $x \in [0, 2\pi)$ without phantom nodes to the error of interpolation with 4 phantom nodes

Table 3

<table>
<thead>
<tr>
<th>Number of interpolation nodes</th>
<th>Continuity of function</th>
<th>Continuity of function and its first derivative</th>
<th>Continuity of function and its first two derivatives</th>
<th>Values are selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.73</td>
<td>1.5</td>
<td>4.8</td>
<td>10.6</td>
</tr>
<tr>
<td>9</td>
<td>5.8</td>
<td>50</td>
<td>84.6</td>
<td>220</td>
</tr>
<tr>
<td>13</td>
<td>4.4</td>
<td>23.1</td>
<td>60</td>
<td>133.3</td>
</tr>
</tbody>
</table>

Comparison of error of interpolation for function $y = .02\exp(t)$, $x \in [0, 2\pi)$ without phantom nodes to the error of interpolation with 2 phantom nodes

Table 4

<table>
<thead>
<tr>
<th>Number of interpolation nodes</th>
<th>Continuity of function</th>
<th>Continuity of function and its first derivative</th>
<th>Continuity of function and its first two derivatives</th>
<th>Values are selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.58</td>
<td>1.4</td>
<td>10</td>
<td>597.82</td>
</tr>
<tr>
<td>9</td>
<td>3.14</td>
<td>14.6</td>
<td>53.7</td>
<td>1264</td>
</tr>
<tr>
<td>13</td>
<td>8</td>
<td>70.6</td>
<td>282.4</td>
<td>3428.6</td>
</tr>
</tbody>
</table>

Comparison of error of interpolation for function $y = .02\exp(t)$, $x \in [0, 2\pi)$ without phantom nodes to the error of interpolation with 4 phantom nodes

Table 5

<table>
<thead>
<tr>
<th>Number of interpolation nodes</th>
<th>Continuity of function</th>
<th>Continuity of function and its first derivative</th>
<th>Continuity of function and its first two derivatives</th>
<th>Values are selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.5</td>
<td>2.75</td>
<td>5.5</td>
<td>16.9</td>
</tr>
<tr>
<td>9</td>
<td>1.8</td>
<td>13.75</td>
<td>15.7</td>
<td>23</td>
</tr>
<tr>
<td>13</td>
<td>2.1</td>
<td>5.2</td>
<td>12.1</td>
<td>27.1</td>
</tr>
</tbody>
</table>

Comparison of error of interpolation for function $y = .02\exp(t)$, $x \in [0, 2\pi)$ without phantom nodes to the error of interpolation with 4 phantom nodes
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Table 6

<table>
<thead>
<tr>
<th>Number of interpolation nodes</th>
<th>Continuity of function</th>
<th>Continuity of function and its first derivative</th>
<th>Continuity of function and its first two derivatives</th>
<th>Values are selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.6</td>
<td>5.2</td>
<td>8.9</td>
<td>49</td>
</tr>
<tr>
<td>9</td>
<td>2.2</td>
<td>7.9</td>
<td>22</td>
<td>407</td>
</tr>
<tr>
<td>13</td>
<td>2.1</td>
<td>8.1</td>
<td>8.9</td>
<td>506</td>
</tr>
</tbody>
</table>

Conclusion

The method of improvement of convergence of interpolation trigonometric polynomials, based on the preliminary compression of segment of interpolation and adding an even number of phantom nodes to the sequence of interpolation nodes, is proposed; values at these phantom nodes are calculated by means of Hermitian polynomials or chosen in a predetermined manner. Test calculations were conducted applying both methods; results of these calculations confirm efficiency of the proposed method. There are strong reasons to suppose that in the case of matched phantom nodes we get polynomials that are close enough to polynomials of the best approximation.
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MATHEMATICAL PROCESSING OF THE RESULTS
OF NON-DESTRUCTIVE TESTING

For quality control elements of aviation technology that uses radiation, ultrasonic, vortex-current, and other methods. Probability of detecting defects in the different methods are not the same and depends on the different causes of defect formation. Thus objectivity control depends on the awareness of methods of non-destructive tests, which are considered in this work.

Providing quality aircraft parts is performed on the stages of the production and operation of the various methods of non-destructive testing. In most cases, the construction of the aircraft is such that it does not give the possibility of comprehensive access for non-destructive testing of its most critical elements. Therefore, the certification of aircraft uses stripped-down information that does not fully cover the quantitative quality assessment elements in their construction.

As a result of this evaluation, the elements of aviation technology have probabilistic nature that gives a base for interpretation of the condition of objects to test their uncertainty and quantitatively evaluate it through the entropy, $H(K)$, where $K$ is the state of the object after testing.

The amount of information, $I$, from the transition of testing the object from state $A$ (before testing) to state $K$ (after testing) is calculated by the formula (1):

$$I = H(A) - H(K),$$

where $H(A)$ is initial entropy, i.e. the degree of uncertainty before non-destructive testing (NDT).

The initial entropy state of the object to test can be estimated using known information about it. For example, if it is known that an event $A$ has a probability $p(A)$ to occur, and inversely, the event $\bar{A}$ with a probability of $p(\bar{A}) = 1 - p(A)$, then the entropy $H(A)$ of the event $A$ is equal to:

$$H(A) = -p(A) \log_2 p(A) - p(\bar{A}) \log_2 p(\bar{A}).$$

If the event $A$ is denoted as the presence of unallowable defects in construction; then the event $B$ is denoted as the detection of defects (authentic signal from the defect or irrelevant signal from an extraneous source), which is then fixed with a non-destructive method of testing, then the initial entropy is determined by (2). Thus when a monitored object, about which there is no information about the possibility of the presence of unallowable defects $p(A)$, then to calculate the entropy $H(A)$, it is accepted that the probability $p(A) = p(\bar{A}) = 0,5$. Entropy evaluation of the state of the object after testing depends on the probability of $p(B)$, that the signal will be recorded, from the probability of the inverse event, $p(\bar{B})$, and the conditional probability, $p(A/B)$ and $p(A/\bar{B})$. 
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The probability of event $B$ that the signal will be recorded (reliable or false), in accordance with the formula of total probability is equal to:

$$p(B) = p(A) \cdot p(B/A) + p(\overline{A}) \cdot p(B/\overline{A}).$$

(3)

The conditional probability $p(A/\overline{B})$ is presence of defect when there is no signal, is found by the Bayes’ Formula:

$$p(A/\overline{B}) = \frac{p(A) \cdot p(\overline{B}/A)}{p(B)}.$$

(4)

where $p(\overline{B}/A)$ is the probability of events inverse to $(B/A)$.

Conditional entropy state of object after testing $H(A/B)$, that in the construction, there is the presence of an unallowable defect and the recorded signal comes from the defect itself; and $H(A/\overline{B})$, that the design defect is present but the recorded signal is not present, are in accordance with the formula (2).

Entropy state of the object after the conducted testing depends on the conditional entropy and is equal to:

$$H(K) = p(B) \cdot H(A/B) + p(\overline{B}) \cdot H(A/\overline{B}).$$

(5)

The volume of information about the state of the object after the non-destructive test is found by formula (1).

The dependence of the amount of information on the reliability of existence of the defect, i.e., the probability $p(A/B)$ is shown on Fig. 1. For curve 1: the conditional probability of an incorrect signal $p(B/\overline{A}) = 0$; the probability of the presence of an unallowable defect in the design $p(A) = 0.9$ and the likelihood of receiving a signal from the defect $p(B/A) = 0.95$. For curve 2: $p(B/\overline{A}) = 0.2$; $p(A) = 0.5$ and $p(B/A) = 0.9$.

For example, on the basis of statistical data, it is known that in 40% of aircraft AN-26, during maintenance after 30 thousand hours, the subzygomic beams have cracks of critical sizes. When using the vortex-current method of non-destructive testing, the probability of obtaining a credible signal of the presence of a crack is equal to 0.9, and the probability of a false signal (not cracked) is equal to 0.2. For example, the probability of the presence of defects, $p(A) = 0.4$; and the probability of the inverse event (absence of defects) $p(\overline{A}) = 0.6$. Conditional probability associated with the presence of a credible signal during
The vortex-current method of testing is equal to: \( p(B/\overline{A}) = 0.9\) and \( p(B/\overline{A}) = 0.2\). When calculating the initial entropy \( H(A) \) should take into account the information about the object that is subject to testing. That is, if it is known from statistical research that \( p(A) = 0.4\); however for a particular subzygomic beam, which was not tested by any method, then we assume that \( p(A) = 0.5\). Statistical data will be used in formulas (3) and (4). Therefore, according to formula (2), entropy event \( A \) is equal to \( H(A) = -\log_{2}0.5 = 1.\)

The probability of event \( B \), that a signal was recorded, according to formula (3) is equal to:

\[
p(B) = 0.4 \cdot 0.9 + 0.6 \cdot 0.2 = 0.48 \Rightarrow p(\overline{B}) = 1 - 0.48 = 0.52.
\]

According to formula (4), to find \( p(A/\overline{B}) = \frac{0.4 \cdot (1 - 0.9)}{0.59} \approx 0.068.\)

Conditional entropy evaluations of an object if there are cracks based on credible and false signals are equal to:

\[
H(A/B) = -0.9 \log_{2}0.9 - 0.1 \log_{2}0.1 = 0.469;
\]

So after the conducted testing, entropy \( H(K) \) condition of the lining of shell structures of the subzygomic beams, according to (5) is equal to:

\[
H(K) = 0.48 \cdot 0.469 + 0.52 \cdot 0.035 \approx 0.243.
\]

Comparing with entropy \( H(A) \), we see that the NDT reduces the degree of uncertainty, therefore quality control costs become justified. The difference in entropy before testing and after testing will measure the volume of information received (1):

\[
I = H(A) - H(K) = 1 - 0.243 = 0.757.
\]

The main parameter that determines the probability of detecting defects is the signal to noise ratio. For example, in radiography this ratio is equal to [1]:

\[
k = \frac{\Delta D}{\sigma} = f \frac{\gamma - \gamma_{1}}{\gamma} \Delta x \sqrt{S},
\]

where \( \Delta D \) is the added density of the darkening picture, which is caused by the presence of the defect; \( \sigma \) - standard deviation of the density of the darkening picture; \( f \) is a detection factor which depends on the radiographic mode; \( \gamma, \gamma_{1} \) - density of the tested material and the material containing defects, respectively; \( \Delta x \) - the radial size of the defect; \( S \) - area of the defect image in the picture. For gas pores, the ratio is equal 1 since \( \gamma >> \gamma_{1} \). For slag inclusions, the ratio is reduced to 0.7; and for tungsten inclusions, the ratio grows up to 1.49.

Thus, for the same geometrical sizes of the defect, the larger the value of the signal to noise ratio, the greater the probability of having a tungsten inclusion.

To assess the reliability of defects during ultrasonic testing (UT), the results of UT data are compared with destructive or other non-destructive methods of testing. When processing data from UT and its concurrency against the examination results, reliability testing matrices are used (table 1).
Where $\alpha_0$ – relative frequency of false signals; $\beta_0$ - relative frequency of non-detected defects; $P_r$ - relative frequency of correctly detected defects; $P_f$ - relative frequency of correct decisions about the presence or absence of defects; $P_t$ - relative frequency of false decisions.

The relative frequency of correct decisions about the presence or absence of defects, using 100% of UT results with a limited number of other tests to detect defects is calculated by:

$$P_t = 1 - (\alpha_0 + \beta_0); \alpha_0 = \frac{n_f}{n_s - n_d}; \beta_0 = \frac{n_d}{n_s}$$

where $n_f$ - number of trials which had taken place during false signals; $n_s$ - the total number of measurements using UT for each production unit; $n_d$ - the number of defects discovered during destructive tests; $n_{pd}$ is the number of measurements, which contained missed defects, $L_0$ is the length of the tested object; $l_d$ – the width of the chart in the ultrasonic detector.

For example, when $\alpha_0 = 0.05$ and $\beta_0 = 0.15$ the reliability testing matrix will look like (table 2):

<table>
<thead>
<tr>
<th>Examination</th>
<th>Defect exists</th>
<th>Defect does not exist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Echo signal occurred</td>
<td>$P_r = 1 - \beta_0$</td>
<td>$\alpha_0$</td>
</tr>
<tr>
<td>Echo signal did not occur</td>
<td>$\beta_0$</td>
<td>$1 - \alpha_0$</td>
</tr>
</tbody>
</table>

**Conclusions**

On the basis of the proposed mathematical model used to calculate the volume of information received $I$, of the non-destructive test, as quality control elements of aviation technology. The main parameters that affect the objectivity of NDT were defined. The benefits of using NDT to reduce the degree of uncertainty, which, subsequently justify quality control costs were illustrated.
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1.14.13
Some systematic mistakes in near-wall turbulence modeling and possible way to overcome them

All near-wall models of turbulence do not reproduce the cascade energy transfer. In the author’s opinion, models poorly take into account the structure of near-wall turbulence. Therefore these models cannot reproduce correctly all processes in turbulent boundary layer. Traditional correction terms cannot be regarded as physically reasonable solutions of the problem. This paper presents a possible explanation of difficulties encountered in the development of turbulence models for the calculation of the boundary layer. A technique to overcome these difficulties is presented.

Introduction. Almost all modern models of turbulence are based on the equation of turbulent energy transfer. If such model is reckoned as universal then it must answers the three questions. First – where does the turbulent energy originate? Second – what happens to this energy later? Third – how does the energy dissipate? Otherwise there are certainly exists such flow that this model cannot reproduce.

Kolmogorov’s theory of cascade energy transfer answers these questions. By this reason results of simulations by high-quality models must be in agreement with this theory.

It is known that the RANS and LES type models do not reproduce the basic features of cascade energy transfer in simulations of the boundary layer. Main reason – these models poorly take into account the structure of near-wall turbulence.

Physical effects not taken into account in modern models. Following [1], let us briefly consider the mechanism of periodical flow renewal in a turbulent boundary layer.

Main role in a turbulent boundary layer is played by long-scaled quasi-ordered vortex structures. Their schematic representation is shown in Fig. 1 (see [2]). Structures move along the flow. After passing the boundary that closes this structure, intense high-frequency fluctuations of velocity etc. are observed and there occur jet ejections of decelerated liquid from the wall and invasion of accelerated to the wall region. Experiments show that these jet ejections of liquid are accompanied by the long-scaled vortexes deceleration. All this is one cycle of a turbulent boundary layer renewal.

Very thin longitudinally oriented vortexes are formed from these ejections. These vortexes form so called horseshoe vortexes, see Fig. 2. This intertwining of horseshoe vortexes is observed as a comprehensive whole. We will call it a medium-scale structure. However, this structure really consists of thin vortexes. Such
Vortexes dissipate very rapidly. So, the rate of dissipation in the medium-scale structure must be very high. Also, thin vortexes create very small turbulent viscosity.

Simulations [4] show that medium-scale structures have noticeable turbulent energy. It can be estimated as \( \Delta \kappa \approx 0.25 \pm 0.28 \).

The hypothetical graph of the spectral function in some cross section of the layer which is placed very close to the wall is shown in Fig. 3b. Fig. 3a and 3b differ very markedly. Form of the Fig. 3b is determined by two factors. First, main part of the graph corresponds to the cascade process theory. This part of the graph is in agreement with Fig. 3a. Second, the ejection is presented in the graph at high wave numbers. It is determined by existence of the medium-scale structures in the layer. Let’s move the cross section from the wall. At some distance from the wall the effect of these structures must start to decrease with increase of the distance, i.e. size of the ejection in Fig. 3b must decrease also. On the boundary of layer Fig. 3a and 3b must coincide.

Any sufficiently general model of turbulence must be agreed with such behavior of turbulence. This means that model must answer the following questions. 1) From the point of view of the theory of cascade process Fig. 3 violates the energy conservation law. Indeed, the cascade process guarantees that if the wave number increase the turbulent energy decreases. Growth of the turbulent energy in the cascade process is impossible. 2) As it was said above, the experiments show that the jet ejections of the liquid are accompanied by deceleration of the long-scaled structures. Because the medium-scale structures appear from these ejections it is natural to assume that some part of the braking energy is used on production of the medium-scale structures. So, it can be said that direct energy transfer from the long-scale to the medium-scale structures exists in the layer and this transfer occurs without any involvement of the cascade process. It is not clear how to introduce this mechanism into the model, especially if this model is in agreement with the cascade process. 3) At turbulence modeling fluctuation flow is averaged. As a result very strange formation appears on location of the medium-scale structure. It has sufficiently large sizes \( L_\text{m} = 100 \), noticeable turbulent energy, dissipate very rapidly, and create vanishingly small turbulent viscosity.

All authors of models of turbulence in fact attempt to correspond to third
item of this list. That means that all models of turbulence have the following properties. 1) The calculated turbulent energy is equal to the sum of the energies of the long-scale and medium-scale structures. 2) The calculated dissipation rate in the near-wall region is sufficiently high. This simulates the rapid dissipation of the medium-scale structures. 3) The calculated turbulent viscosity in the near-wall region is strongly suppressed. This simulates the fact that the medium-scale structures have no effect on the turbulent viscosity.

These properties are obtained by introducing into the model of the complex correction functions. Unfortunately these corrections effect on the long-scaled structures also. As a result the model loses all original positive qualities of the models without corrections and can not simulate the cascade process.

**New approach to turbulence modeling.** The author offers a radically different approach. From an engineering point of view the main problem of the turbulence modeling is to provide correct simulation of the mean flow. In its turn, this is guaranteed by quality reproduction of the turbulent viscosity. But as stated above, the medium-scale structures create vanishingly small turbulent viscosity. So their influence can be neglected.

The medium-scale structures can be eliminated in the following way. Let \( k \) be the total turbulent energy, \( k_0 \) – the energy of the long-scale structures, and \( k_1 \) – the energy of the medium-scale structures. Neglecting the energy of interaction of structures we get \( k = k_0 + k_1 \). Denote \( f_0 = k_0/k \) or \( k_0 = f_0 k \).

Schematically the equation of total turbulent energy transfer can be written as \( Dk/Dt = \text{Diff}(k) + P - \varepsilon \). Here \( \text{Diff} \) – operator of diffusion transfer, \( P \) – rate of turbulent energy production, \( \varepsilon \) - rate of \( k \) dissipation. Multiplying (1) on function \( f_0 \) we obtain

\[
\left\{ \frac{f_0}{Dk}{Dk} = f_0 \text{Diff}(k) + f_0 P - f_0 \varepsilon \right\} = \left\{ \frac{Dk_0}{Dt} = \text{Diff}(k_0) + f_0 P - f_0 \varepsilon \right\}
\]

(1)

Here \( \varepsilon_0 = f_0 \varepsilon \) - dissipation rate in the long-scale structures. Major result – the production term is multiplied on additional function. Transformation \( f_0 \text{Diff}(k) = \text{Diff}(f_0 k) = \text{Diff}(k_0) \) is the model of turbulent diffusion.

All these calculations are not rigorous and are needed only to clarify the origin of the equation (2). The same result can be obtained strictly on the base of equations of fluctuation components transfer.

Now, taking into account equation (1), let us introduce corrections into the model. The resulting system has the following form

\[
\frac{Dk_0}{Dt} = \frac{\partial}{\partial x_k} \left( v + \frac{v_\perp}{C_k} \right) \frac{\partial k_0}{\partial x_k} + f_0 P - \varepsilon_0 - E_k, \quad (2)
\]

\[
\frac{D\varepsilon_0}{Dt} = \frac{\partial}{\partial x_k} \left( v + \frac{v_\perp}{C_\varepsilon} \right) \frac{\partial \varepsilon_0}{\partial x_k} + \frac{\varepsilon_0}{k_0} \left(C_1 f_0 P - C_2 \varepsilon_0 \right) - E_{\varepsilon} \quad (3)
\]
Here $E_t$ and $E_r$ are the corrections assigned to balance the diffusion on the wall.

To close model (7)-(9) it must first be supplemented by the expression for the function $f_0$. The results of it calculations are given in Fig. 4.

The following approximation was obtained for the function $f_0$: 
\[ f_0 = \left[ 1 - \exp\left( -\frac{Re_{y_0}}{5} \right) \right] \left[ 1 - \exp\left( -2.4 \frac{y}{L_{z0}} \right) \right] \]

where \( Re_{y_0} = \sqrt{k_0} y / \nu \), \( L_{z0} = k_0^{3/2} / \varepsilon_0 \).

Test calculations have shown that the expressions 
\[ E_k = (1 - f_0) \left( v + \frac{v_k}{C_k} \right) \frac{\partial k_0}{\partial x_k}, \quad E_r = (1 - f_0) \left( v + \frac{v_r}{C_v} \right) \frac{\partial \varepsilon_0}{\partial x_k} \]

are good approximation for the wall corrections.

Final form of model equations 
\[ \frac{Dk_0}{Dt} = f_0 \left( \frac{v}{C_k} \right) \frac{\partial k_0}{\partial x_k} + f_0 \rho - \varepsilon_0, \]
\[ \frac{D\varepsilon_0}{Dt} = f_0 \left( \frac{v}{C_v} \right) \frac{\partial \varepsilon_0}{\partial x_k} + \frac{\varepsilon_0}{k_0} \left( C_1 f_0 \rho - C_2 \varepsilon_0 \right) \]

By the results of test calculations for the function $F_\nu$ we obtained the following approximation: 
\[ F_\nu = \left[ 1 - \exp\left( -\frac{Re_{y_0}}{45} \right) \right] \left[ 1 - \exp\left( -2.4 \frac{y}{L_{z0}} \right) \right] \]

The constants and the boundary conditions are: 
$C_\nu=0.09$, $C_\rho=1.3$, $C_\varepsilon=1$, $C_1=1.45$, $C_2=0.9 C_\varepsilon$, $y_0=0$ - $k_0=\varepsilon_0=0$, $y \to \infty$ - $k_0=k_\infty$, $\varepsilon_0=\varepsilon_\infty$.

Here we show only the simplest \( k-\varepsilon \) model. On the base on this approach there are developed the model of temperature fluctuations transfer, the model of turbulent stresses and heat fluxes transfer, several ASM – models; were performed simulations of bypass transition, flow with laminarization and relaminarization, cascade process, separated flow, etc. Some results are shown in the attached figures.
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Fig. 7. Friction coefficient in the flow with laminarization and relaminarization.

Fig. 8. Bypass transition in the boundary layer. Friction coefficient and form parameter.

Fig. 9. Dissipative scale in channel at a distance $X=118H$.

Fig. 10. Natural convection on vertical flat plate.

Fig. 11. Heat transfer at opposite mixed convection on vertical flat plate.

Fig. 12. Flow past a backward-facing step. Longitudinal velocity. Symbols - [11]
ON INTEGRAL MODULI OF SMOOTHNESS OF CONFORMAL MAPPINGS

We consider some estimates for integral moduli of smoothness of arbitrary order for the function realizing conformal mapping of the unit disk onto the domain bounded by the smooth Jordan curve and for the function realizing conformal mapping between the domains bounded by the smooth Jordan curves.

Suppose that $G$ is a simply connected domain in the complex plane bounded by a smooth Jordan curve $\Gamma$, $\tau = \tau(s)$ is the angle between the tangent to $\Gamma$ and the positive real axis $s = s(w)$ is the arc length on $\Gamma$. Suppose $w = \varphi(z)$ is a homeomorphism of the closed unit disk $\overline{D} = \{z : |z| \leq 1\}$ onto the closure $\overline{G}$ of the domain $G$, conformal in the open unit disk $D$.

The aim of this paper is to receive information about connection between the function $\tau = \tau(s)$ and the functions $w = \varphi(z)$ in terms of the uniform integral moduli of smoothness of arbitrary order.

Kellog in 1912 proved the theorem in which it had been established that if $\tau = \tau(s)$ satisfies Holder condition with index $\alpha$, $0 < \alpha < 1$, then the derivative $\varphi'(e^{i\theta})$ of the function $\varphi(z)$ on $\partial D$ satisfies Holder condition with the same index $\alpha$. Afterwards this result was generalized in works by several authors: S.E. Warshawski, J.L. Geronimus, S. J. Alper, R.N. Kovalchuk, L.I. Kolesnik.

P. M. Tamrazov obtained solid reinforcement for the modulus of continuity of the function $\varphi(z)$ on $\overline{D}$. Some close problems were investigated by E.P. Dolzenko.

In particular, results in the terms of the uniform curvilinear, arithmetic, local and integral moduli of smoothness of arbitrary order were received by author (more detailed see [1], [3] and [5]). Some estimates for the integral moduli of smoothness of arbitrary order were considered by author in [5–7].

Let $\omega_{k}(f(z),\delta)$ be a noncentralized local arithmetic modulus of smoothness of order $k$ ($k \in \mathbb{N}$) of the function $w = f(z)$ at a point $z$ on the curve $\gamma$. Then the integral modulus of smoothness of order $k$ for the function $w = f(z)$ on the curve $\gamma$ is introduced by the formula

$$\omega_{k}(f(z),\delta)_{p} = \left[ \left\{ \omega_{k,\gamma}(f(z),\delta) \right\}^{p} \right]^{1/p}, \quad 1 \leq p < +\infty, \quad k \in \mathbb{N},$$
where \( \lambda = \lambda(z) \) is the linear Lebesgue’s measure on the curve. This integral modulus is the special case of integral moduli of smoothness introduced by P. M. Tamrazov in 1977. He defined integral moduli of smoothness as averaging on arbitrary measure on the curve of the respective local moduli of smoothness. Difference between these moduli and traditional integral moduli of smoothness, introduced as the least upper bound of averaging absolute values of finite differences, is that the operators of averaging and taking of least upper bound are applied in reverse order.

**Theorem 1.** (14). Let \( \tau(z) \in L_{pk}[0,1], \ 1 \leq p < +\infty, \ k \in N \). Let integral modulus \( o_k(\tau(z), \delta)_{pk} \) of smoothness of order \( k \) for the function \( \tau = \tau(z) \) satisfy condition

\[
o_k(\tau(z), \delta)_{pk} = O(\|o(\delta)\|\delta \to 0),
\]

where \( o(\delta) \) is normal majorant satisfying the condition

\[
\int_0^1 \frac{o(t)}{t} dt < +\infty.
\]

Then integral modulus of smoothness of order \( k \) of the derivative \( \varphi'(e^{i\theta}) \) for the function \( \varphi(z) \) on \( \partial D \) satisfies condition:

\[
o_k(\varphi'(e^{i\theta}), \delta)_{p} = O(\|v(\delta)\|\delta \to 0),
\]

where

\[
\nu(\delta) = \int_0^1 \frac{o(x_1)}{1 + \frac{x_1}{\delta}} dx_1 + \sum_{j=0}^{k-1} \sum_{l=0}^{j-1} \delta^k \eta \int_{x_{j+1}}^{x_j} \int_{y_{j+1}}^{y_j} \left( 1 + \frac{o(y)}{x_j y_{j+1}} \right) \times \left( 1 + \frac{x_{j+1}}{x_j} \right)^{\eta_{j+1}} dx_j dy_j \\
\times \prod_{p=1}^{j} \left( 1 + \int_{x_p}^{x_p - \delta_{p+1}} \frac{o(t_p)}{t_p} dt_p \right) \left( 1 + \frac{x_{p-1}}{x_p} \right)^{t_{p-1} - t_p - 1} dx_{p-1..j+1}.
\]

In partial case when integral modulus of smoothness \( o_k(\tau(z), \delta)_{pk} \) of order \( k \) for the function \( \tau(z) \) satisfies Holder condition

\[
o_k(\tau(z), \delta)_{p} = O(\|\delta^\alpha\|\delta \to 0), \ 0 < \alpha < k,
\]

then the integral modulus of smoothness \( o_k(\varphi'(e^{i\theta}), \delta)_{pk} \) of the same order \( k \) for the derivative \( \varphi'(e^{i\theta}) \) of the function \( \varphi(z) \) on \( \partial D \) satisfies the condition

\[
o_k(\varphi'(e^{i\theta}), \delta)_{pk} = O(\|\delta^\alpha\|\delta \to 0) \text{ with the same index } \alpha.
\]
Theorem 2. ([5]) If integral modulus of smoothness of order $k$ of the $m$-th derivative of the function $\tau = \tau(s)$ satisfies Holder condition with index $\alpha$, where $m \in \mathbb{N}$ ($m < k$) and $0 < \alpha < k$

$$\omega_k(\tau^{(m)}(s), \delta)_p = O(\delta^{\alpha})(\delta \to 0),$$

then integral modulus of smoothness of order $k$ of the $(m+1)$-th derivative of the function $\phi(e^{i\theta})$ satisfies Holder condition with the same index $\alpha$:

$$\omega_k(\phi^{(m+1)}(e^{i\theta}), \delta)_p = O(\delta^{\alpha})(\delta \to 0).$$

If integral modulus of smoothness of order $k$ of the $m$-th derivative of the function $\tau = \tau(s)$ satisfies condition

$$\omega_k(\tau^{(m)}(s), \delta)_p = O(\delta^k \log \frac{1}{\delta})(\delta \to 0),$$

then integral modulus of smoothness of order $k$ of the $(m+1)$-th derivative of the function $\phi(e^{i\theta})$ satisfies condition

$$\omega_k(\phi^{(m+1)}(e^{i\theta}), \delta)_p = O(\delta^k \log \frac{1}{\delta})(\delta \to 0).$$

Theorem 3. If nonzero continuous derivative $\phi'(z)$ of the function $\phi(z)$ exists on $\overline{D}$ and on $\partial D$, $\phi'(e^{i\theta})$ integral modulus of smoothness of $\phi'(e^{i\theta})$ satisfies Holder condition with index $\alpha$, where $0 < \alpha < k$

$$\omega_k(\phi'(e^{i\theta}), \delta)_p = O(\delta^{\alpha})(\delta \to 0),$$

then integral modulus of smoothness of the same order of the function $\tau = \tau(s)$ satisfies Holder condition with the same index $\alpha$

$$\omega_k(\tau(s), \delta)_p = O(\delta^{\alpha})(\delta \to 0).$$

Let $G_1$ and $G_2$ be the simply connected domains in the complex plane bounded by the smooth Jordan curves $\Gamma_1$ and $\Gamma_2$. Let $\tau_1(s_1)$ be the angle between the tangent to $\Gamma_1$ and the positive real axis, $s_1(\zeta)$ be the arc length on $\Gamma_1$. Let $\tau_2(s_2)$ be the angle between the tangent to $\Gamma_2$ and the positive real axis, $s_2(w)$ be the arc length on $\Gamma_2$. Let $w = f(\zeta)$ be a homeomorphism of the closure $\overline{G_1}$ of the domain $G_1$ onto the closure $\overline{G_2}$ of the domain $G_2$, conformal in the domain $G_1$.

Theorem 4. ([7]) Let integral moduli of smoothness $\omega_k(\tau_1(s_1), \delta)_p$ and $\omega_k(\tau_2(s_2), \delta)_p$ of order $k$ ($k \in \mathbb{N}$) for the functions $\tau_1(s_1)$ and $\tau_2(s_2)$ satisfy Holder condition $\omega_k(\tau_1(s_1), \delta)_p = O(\delta^{\alpha})(\delta \to 0)$ and
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Then integral modulus of smoothness \( \omega(f',\delta) \) of the derivative of the function \( f(\zeta) \) on \( \Gamma_1 \) satisfies Holder condition \( \omega(f',\delta) = O(\delta) \) with the same index \( \alpha \).

**Theorem 5.** Let integral moduli of smoothness \( \omega_k(\tau_1(s_1),\delta)_{pk} \) and \( \omega_k(\tau_2(s_2),\delta)_{pk} \) of order \( k \in \mathbb{N} \) for the functions \( \tau_1(s_1) \) and \( \tau_2(s_2) \) satisfy conditions

\[
\omega_k(\tau_1(s_1),\delta)_{pk} = O\left( \delta^k \log \frac{1}{\delta} \right) (\delta \to 0)
\]

and

\[
\omega_k(\tau_2(s_2),\delta)_{pk} = O\left( \delta^k \log \frac{1}{\delta} \right) (\delta \to 0).
\]

Then integral modulus of smoothness \( \omega(f',\delta) \) of the derivative of the function \( f(\zeta) \) on \( \Gamma_1 \) satisfies Holder condition

\[
\omega(f',\delta) = O(\delta \log \frac{1}{\delta}) (\delta \to 0).
\]
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ON THE RELATION BETWEEN OSCILLATORY SOLUTIONS OF SECOND-ORDER DIFFERENTIAL EQUATION AND CORRESPONDING DIFFERENCE EQUATION

In this paper we establish the conditions for oscillations of the solutions of linear second order differential equations, provided the solutions of the corresponding difference equations oscillate. We also establish the converse result, namely, when the oscillation of the solutions of difference equations implies the oscillation of the solutions of the corresponding differential equations.

Introduction. The focus of the present work is a linear second order differential equation and corresponding difference equation. Difference equations are important objects of study from both theoretical and practical points of view. Difference schemes arise in numerical integration of differential equations. Besides, they are convenient mathematical models of objects whose evolution has discrete character. A good example of such a model is the model of a financial market with the change in prices of risky assets at discrete points of time. In the simplest case, the function that describes the total capital of an investor at this market satisfies a linear difference equation. Since the change in value of shares (risky asset) is of oscillatory nature, so is the evolution of the total capital. Therefore, oscillatory solutions become especially important in such models.

Oscillatory properties of solutions of difference equations were studied by numerous authors, e.g. [1,10,11], to name only a few. For corresponding equations on time scales, the notion of a generalized zero of a solution and oscillation of solutions were investigated in, e.g. [2,5], again to name only a few.

The qualitative properties of solutions of ordinary differential equations and corresponding difference equations, provided the step size \( h > 0 \) goes to zero, are of particular interest (see, e.g. [7] and references therein). The works [6,8] investigate the relation between existence of attractors in systems of differential equations and corresponding difference equations.

The papers [9] establish the existence of bounded solutions of differential equations on the axis, provided the corresponding difference equations have such solutions, and vice versa.

It is well known (see, e.g. [7, p. 114]) that on finite time intervals, solutions of difference equations behave essentially the same as solutions of corresponding differential equations for small step sizes \( h > 0 \), and the error at the nodal points is proportional to \( h \). However, this error estimate does not guarantee that oscillatory
properties of solutions are preserved.

The question of the relation between oscillation of the solutions of linear difference and the corresponding differential equations was considered in the works [3,4,12]. The aforementioned works study oscillation of a fixed solution of some Cauchy problem for a difference equation, given that the solution of the Cauchy problem with the same initial data for the corresponding differential equation has such property, and vice versa. In this approach, the step size $h > 0$ depends on the initial data, and the coefficients have certain smoothness requirements which are somewhat artificial for such equations. The natural question which arises is whether there exists a universal step size $h > 0$, independent of the choice of the initial conditions, which would guarantee the oscillation properties uniformly in the initial data. In this work, our main result establishes the existence of such step size $h$. Besides, we provide several generalizations of the results in [12]. In particular, we study oscillation properties of linear functional second-order difference and differential equations. We also remove the technical smoothness conditions on the coefficients, replacing them with a more natural Lipschitz condition.

**Problem statements.** Consider the linear second-order differential equation

$$\dddot{x} + p(t)\ddot{x} + q(t)x = 0$$

(1)

The following equations are called the functional difference equation and the difference equation, corresponding to (1), respectively:

$$\Delta^2 x(t) + hp(t)\Delta x(t) + h^2 q(t)x(t) = 0$$

(2)

$$\Delta^2 x(t_0) + hp(t_0+kh)\Delta x(t_0) + h^2 q(t_0+kh)x(t_0+kh) = 0$$

(3)

Here

$$\Delta x(t) = x(t + h) - x(t), \quad \Delta^2 x(t) = \Delta(\Delta x(t)) = x(t + 2h) - 2x(t + h) + x(t),$$

$$\Delta x(t_0) = x(t_0+(k+1)h) - x(t_0+kh), \quad \Delta^2 x(t_0) = \Delta(\Delta x(t_0)).$$

Denote by $x_k^h = x(t_k)$ the solution of (3), where $t_k = t_0 + kh$.

**Definition 1.** We say that the solution $x_k^h$ of (3) changes sign at $t_k$ if either one of the following conditions holds:

1) $x_k^h x_{k+1}^h < 0$;

2) $x_k^h = 0$ and $x_{k-1}^h x_{k+1}^h < 0$.

**Definition 2.** A solution $x_k^h$ of (3) is called oscillatory on some interval if it has at least two changes of signs on this interval.

We study (2) under conditions that ensure continuity of its solutions. Thus, we have the usual concept of a zero for solutions of (2), and the notion of oscillation of its solutions is essentially the same as for solutions of (1).

In this work, we present conditions ensuring the existence of a (universal) step size $h > 0$, for which oscillation of solutions of (1) follows from oscillation of
solutions of (2) and (3). We also obtain the converse result. We focus our attention on the oscillatory properties of the solutions of equations in the form
\[ \dot{x} + p(t)x = 0 \]  
(4)
Assume that the following conditions hold:
\[ p(t) \geq 0, t \in (0, a); \]
(5)
\[ p \] be Lipschitz on \([0, a]\).  
(6)
The difference equation corresponding to (4) is
\[ \Delta_i^2 x^2 + h^2 p(kh)x(kh) = 0 \]  
(7)

**Main results.** Let present the main results about the relation between oscillations of solutions of (1), (2), (3), (4) and (7). These equations are equivalent to the systems:

\[
\begin{cases}
\dot{x} = y, \\
\dot{y} = -p(t)y - q(t)x, \\
x(t + h) = x(t) + hy(t), \\
y(t + h) = y(t) - h(p(t)y(t) + q(t)x(t)), \\
x_{k+1}^h = x_k^h + hy_k^h, \\
y_{k+1}^h = y_k^h - h(p(t)y_k^h + q(t)x_k^h),
\end{cases}
\]  
(8)

The solutions of (9) are uniquely determined by the initial functions \( x = \varphi(t), y = \psi(t), t \in [0, h] \) which satisfy the coherence condition
\[
\begin{cases}
\varphi(h) = \varphi(0) + h\psi(0), \\
\psi(h) = \psi(0) - h(p(0)\psi(0) + q(0)\varphi(0)),
\end{cases}
\]  
(9)

**Theorem 1.** Let \( p \) and \( q \) in (1) be Lipschitz on \([0, a]\). Then there exists \( h_0 > 0 \) such that for all \( h \in (0, h_0]\), the following assertion holds: if \( x \) is a solution of (1) which starts at \( t_0 \in [0, h] \) and has at least three zeros on \( (0, a] \), then the corresponding solution of the difference equation (3) oscillates on \( (0, a] \).

Consider now (2), or the equivalent system (9).

**Theorem 2.** Let \( p \) and \( q \) in (2) be Lipschitz on \([0, a]\). Then there exists \( h_0 > 0 \) such that for all \( h \in (0, h_0] \), the following statement holds: every solution of (9) with the initial functions \( \varphi, \psi \in C(0, h] \) satisfying (11) has oscillatory first component on \((0, a]\), provided that there exists \( t_0 \in [0, h] \) such that the solution of (1) with the initial data \( x(t_0) = \varphi(t_0), \dot{x}(t_0) = \psi(t_0) \) has at least three zeros.
The following theorem describes the relation between oscillation of the solutions of (1) and (7).

**Theorem 3.** Let \( p \) satisfy (5) and (6). Then there exists \( h_0 \) such that for all \( h \in (0, h_0] \), the following assertion holds: if \( x_k^h \) is a solution of (7) which has at least three changes of sign on \((0, a)\), then the corresponding solution of the differential equation (2) oscillates on \((0, a)\).
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RESEARCH OF THE COMPLETE ENERGY OF MECHANICAL SYSTEM UNDER RANDOM PERTURBATION

Behaviour of complete energy of the stochastic mechanical system is the subject of this investigation.

For today actual it remains in the problems of treatment of the signals of decision question of working to information with white noise. In aviation industry this question decides after traditional approaches, so on the basis of stochastic equations of Ito.

In the present paper, we investigate the behavior of the total energy in the case where fluctuations of the “white-noise” type in the Ito form act under a certain angle to the vector of phase velocity of system differential equations.

A mechanical system without friction is called the simplest conservative system with one degree of freedom if its motion is described by the following differential equation of the second order:

\[ \ddot{u}(t) - f(u(t)) = 0, \quad u(0) = u_0, \quad \dot{u}(0) = \dot{u}_0, \]  

(1)

Where \( u_0 \) and \( \dot{u}_0 \) are the initial position and the initial velocity of the system \( u(t) \) and \( \dot{u}(t) \) are the position and velocity of the system at time \( t > 0 \), \( f(z) \) is a continuously differentiable function. [1].

Equation (1) is equivalent to the following system of differential equations of the first order:

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t), \\
\dot{x}_2(t) &= f(x_1(t)), \\
\end{align*}
\]

(2)

In the Cartesian coordinate \( X_1OX_2 \), the state of the mechanical system at time \( t > 0 \) is represented by a point \( M \) with coordinates \( (x_1(t), x_2(t)) \) that moves along the phase trajectory (level lines of the total energy of the system), the phase velocity is represented by the vector \( b(s(t)) = (x_2(t), f(x_1(t))) \), \( s(t) = (x_1(t), x_2(t)) \), and the total energy of system (2) has the form
\[ E(t) = \frac{\sigma_2(t)}{2} - \int_0^t f(z)dz. \]

It is known [2] that, under random perturbation, system (2) to replace by of the system stochastic differential Ito equations
\[ dx(t) = a(t, x(t))dt + \sigma(t, x(t))d\nu(t), \quad (3) \]
where \( \nu(t) \) is a one-dimensional Wiener process defined on the probability space \( (\Omega, F, P) \); \( a(t, x) = (a_1(t, x), a_2(t, x)) \) are nonrandom vector functions, and \( \sigma_1(t, x) = g_1(t, x)x_2 - g_2(t, x)f(x_1) \), \( \sigma_2(t, x) = g_1(t, x)f(x_1) + g_2(t, x)x_2 \),
\[ x_0 = (x_0^1, x_0^2), \quad x_0 = u_0, \quad x_2 = u_0. \]

Consider an open domain \( D \subseteq \mathbb{R}^2 \) assume that \( \nu(t) \) is a solution of Eq.(3), the following equality holds with probability 1 for all \( t \geq 0 \):
\[ \int_0^t \dot{G}(x(s))d\nu(s) = \int_0^t G(x(s))d\nu(s) = \int_0^t G(x(s))d\nu(s) = \int_0^t G(x(s))d\nu(s). \]

Equality (4) yields the following statements:

**Theorem 1.** If \( g_2(t, x) = 0 \) in the domain \( [0, \infty) \times D \), then the following inequality holds with probability 1:
\[ \int_0^{\tau_1} m(s)ds \leq E(\tau_1) - E(0) \leq \int_0^{\tau_1} M(s)ds, \]
where
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Indeed, if \( g_2(t,x) = 0 \) in the domain \([0, \infty) \times D\), then equality (4) takes the following form for \( t = \tau_i \):

\[
E(\tau_i) = E(0) + \int_0^{\tau_i} I_2(s,x(s))ds.
\]

**Theorem 2.** Suppose that the following equalities hold in the domain \([0, \infty) \times D\):

(i) \( g_2(t,x) = 0 \);

(ii) \( I_2(t,x) = \alpha(t,x)G(x) \), where \( \alpha(t,x) \) is a continuously differentiable function.

Then the following equalities holds with probability 1:

\[
E(\tau_i) = E(0) \exp \left( \int_0^{\tau_i} \alpha(s,x(s))ds \right).
\]

**Corollary 1.** With probability 1 the following assertions are true:

(a) if \( \int_0^\infty \alpha(s,x)ds \leq C \) in the domain \([0, \infty) \times D\), then

\[
|E(t)| \leq |E(0)| \exp(C) \quad \text{for all } t \geq 0;
\]

(b) if \( \lim_{t \to +\infty} \sup_{0 \leq s \leq t} \alpha(s,x)ds = -\infty \) in the domain \([0, \infty) \times D\), then

\[
E(t) \to 0 \quad \text{as } t \to +\infty;
\]

(c) if \( \lim_{t \to +\infty} \sup_{0 \leq s \leq t} \alpha(s,x)ds = -\infty \) in the domain \([0, \infty) \times D\), then

\[
E(t) \to 0 \quad \text{as } t \to +\infty.
\]

**Theorem 3.** Suppose that, in Eq.(3), \( g_i(t,x) = g_i(x) \) \( a_i(t,x) = \dot{a}_i(x) \), the functions \( g_i(x) \) are continuously differentiable in domain \( D \), and \( \sigma_1^2(x) + \sigma_2^2(x) > 0 \). Then there exists a function \( G(x) \) twice continuously differentiable in the domain \( D \) and such that if the vector \( a(x) \) satisfies the equality

\[
(\nabla G(x), a(x)) + \frac{1}{2} \left[ G_{11}^x(x) \sigma_1^2(x) + 2G_{12}^x(x) \sigma_1(x) \sigma_2(x) + G_{22}^x(x) \sigma_2^2(x) \right] = 0
\]

in the domain \( D \), then \( G(x(t)) = G(x_0) \) \( \forall t < \tau_D(x_0) \).
Proof. The statement of Theorem 3 means that, for \( x^0 \in D \), the curves 
\( G(x(x)) = G(x^0) \) are locally invariant curves of Eq. (3). It is known \([2]\) that, in order for these curves to be locally invariant for all \( x^0 \in D \), it is necessary and sufficient that equality (4)

\[
(\nabla G(x), \sigma(x)) = 0
\]

be true in the domain \( D \). Equality (5) means that the function \( G(x) \) is a local (in the domain \( D \)) general integral of the differential equation

\[-\sigma_2(x)dx_1 + \sigma_1(x)dx_2 = 0\]

i.e., this is an exact differential equation, i.e.,

\[
G'_{\sigma_1}(x) = -\sigma_2(x), \quad G'_{\sigma_2}(x) = -\sigma_1(x)
\]

However, in this case, the equality

\[
(-\sigma_2(x))_{\sigma_1} = (-\sigma_2(x))_{\sigma_2}
\]

must be true in the domain \( D \). If this equality is true, then Theorem 3 is proved. If this equality is not true, then, as is known, under the condition \( \sigma_1^2(x) + \sigma_2^2(x) > 0 \) there exists an integrating factor \( \mu(x) \neq 0 \) continuously differentiable in the domain \( D \) and such that the equation

\[-\mu(x)\sigma_2(x)dx_1 + \mu(x)\sigma_1(x)dx_2 = 0\]

is an exact differential equation. Thus, there exists a twice continuously differentiable function \( G(x) \) such that, in the domain \( D \), we have

\[
G'_{\sigma_1}(x) = -\mu_2(x)\sigma_2(x), \quad G'_{\sigma_2}(x) = \mu_2(x)\sigma_1(x)
\]

and, hence, equality (9) is true. Theorem 3 is proved.
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MATHEMATICAL MODELS OF FLOW OF BODILY PROFILES LIMITED STATIONARY VISCOS INCOMPRESSIBLE FLUID FLOW

On the basis of the apparatus of vector-tensor analysis summarizes integral representations of the solutions in the form of combinations of surface integrals of potential type not only the primary challenge of vector analysis for the surface vortices distribution and intensity used sources of mass, but also the full Navies-Stokes equation for flow past an arbitrary system threads bodily Profile viscous incompressible fluid flow and also near the interface.

Introduction

In the aerodynamics, problem of the increasing efficiency of the aircraft and transport associated with the theoretical and experimental studies of relevant aerodynamic characteristics, the rationale of existing and new principles of formation and management of forces, which should ensure that the technical and economic requirements for safe operation.

Implementation of such a merger will allow obtaining high values of fluidic characteristics defining, in combination with high speeds, the level of efficiency of vehicles; will contribute to the solution of some problems takeoff - landing aircraft stability, control and safety devices, moving in large and small distances from the boundary.

Research problem statement

Fig. 1. System of the solid profiles at steady viscous flow near the partition surface, L₁, L₂, ..., Lₙ – boundary of the profiles; Σ – boundary of the control volume; H₁, H₂, ..., Hₙ – height of the profiles; r₁, r₂, ..., rₙ – provisions vectors of the profiles; V∞ – velocity vector or flowing around stream.

A solution to the problem of the study of flow of an arbitrary system of airfoils in the bodily form of a flat area (t) the actual flow of an incompressible medi-
Due to the possible presence of a plane interface at takeoff/landing field flow velocity $V_\infty$ is considered significant twist.

It must be emphasized that current research problem and sought after problems in continuum mechanics and, in particular, aerohydrodynamics, based on the development of functional devices [1] and vector-tensor analysis [2–4], which is fully exploited and effectively promotes numerical methods for solving the entire spectrum of tasks demanded aerohydromechanic. Application of Functional Analysis in fluid mechanics and gas due to reflection of the fact that in reality, it is usually impossible to measure the value of a physical quantity at the point, and it is possible to measure only the average values in a small neighborhood of the point. Thus, the technique of generalized functions is convenient and appropriate apparatus to describe the distributions of various physical quantities [1].

**Boundary conditions in the flow problem of corporal airfoils in a bounded domain**

It is known that the mathematical models of processes or phenomena in aerohydromechanic nonconductor environment are a complex system of differential conservation laws (1, 2) for steady flow of the viscous incompressible fluid and the initial and boundary conditions, due to the experimental observations [5, 6].

\[
(V, V) = 0, 
\]

\[
(V, V)V = -\frac{1}{\rho} Vp + v\Delta V, 
\]

where, $p$ – the internal hydrostatic pressure within the environment; $\rho$ – density of the medium; $\nu = \frac{\mu}{\rho}$ – the kinematic viscosity coefficient, $\mu$ – the dynamic viscosity coefficient.

Differential law of conservation of momentum (2) in the case of stationary traffic, nonconductor and incompressible medium can be written in conservative form:

\[
\nabla \left( VV + \frac{l_0}{\rho} + v[1, \Omega] \right) = 0, 
\]

where $VV$ – dyad and vortices in the plane case is calculated by the formula $\Omega = \nabla = k k \left( \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \right)$ [6].

When the boundary conditions for pressure $p$ na $\Sigma_0$ and $\Sigma_{ver}$ (fig. 2) form:

\[
p(x) = \frac{2\Delta V}{H^2} V_{\infty} + p_{ver}, 
\]

the boundary conditions for the velocity vector

\[
V_{li} = 0 
\]

and its components:
In addition, there must highlight the classical fact that the velocity vectors \( \mathbf{V} \) and vorticity \( \mathbf{\Omega} \) are addressing the major challenges of vector analysis [2 – 4]:

\[
(\nabla \times \mathbf{V}) = \mathbf{q}; \quad (\nabla \times \mathbf{\Omega}) = 0,
\]

where \( \mathbf{q} \) - the intensity of the possible sources / sinks of mass and energy parameters of mechanization.

**The fundamental solution of the main problem of vector analysis**

Classical Cauchy-Riemann conditions [2, 5] in vector forms:

\[
\nabla \varphi = \nabla \cdot \mathbf{V}, \quad \nabla \psi = -\nabla \times \mathbf{\Omega},
\]

where the functions \( \varphi \) and \( \psi \) – conjugate analytic functions – known Laplace equation [2, 5]:

\[
\varphi = \frac{1}{2\pi} \ln |r - r_0|; \quad \psi = \frac{1}{2\pi} \arctan \frac{y - y_0}{x - x_0}
\]

It follows that the tensor

\[
\mathbf{\Gamma} = \mathbf{I} \varphi - [\mathbf{I}, \mathbf{k} \psi],
\]

is conservative and potential [2, 5]:

\[
(\nabla, \mathbf{\Gamma}) = 0, \quad [\nabla, \mathbf{\Gamma}] = 0.
\]

In addition, it can be argued that the tensor \( \mathbf{\Gamma} \) is the fundamental solution of the differential operator of second order:

\[
\nabla (\nabla, \mathbf{\Gamma}) = \Delta \mathbf{\Gamma} + [\nabla, [\nabla, \mathbf{\Gamma}]] = \mathbf{I} \Delta \varphi.
\]

Thus, the main problem for the vector analysis [2 – 4], represented in the form of second order:

\[
(\nabla \times \mathbf{V}) = \mathbf{q}; \quad (\nabla \times \mathbf{\Omega}) = 0,
\]

tensor \( \mathbf{\Gamma} \) (10), by definition [1, 2], is a fundamental solution.

\[1.14.34\]
Integral representation of the solutions

Integral representations of solutions of boundary value problems of mathematical physics for differential equations, in this case, the second order are constructed by integrating the combination of operators \((12), (13)\) for an arbitrary vector and with the necessary differential properties and tensor \(\Gamma\) field on \((\tau)\), using the classic process of allocating singular point, based on the known properties of the double layer potential \(\frac{\partial \phi}{\partial n}\) [1]:

\[
a = - \int_{(\tau)} \left( \nabla q, \Gamma \right) dt + \int_{\Sigma_{l+}} \left( \frac{\partial a}{\partial n}, \Gamma \right) + \left( \left[ n, \left[ a, \nabla \right] \right], \Gamma \right) d\sigma + 1 - \int_{\Sigma_{l+}} \left( a, \frac{\partial \Gamma}{\partial n} \right) d\sigma + 1. \quad (14)
\]

In the simplest case of an incompressible heat-conducting fluid in the absence of mass sources in the area, we have the integral representation, for example, the velocity vector:

\[
V = \int_{\Sigma_{l+}} \left( \frac{\partial V}{\partial n}, \Gamma \right) + \left( \left[ n, \left[ V, V \right] \right], \Gamma \right) d\sigma + 1 - \int_{\Sigma_{l+}} \left( V, \frac{\partial \Gamma}{\partial n} \right) d\sigma + 1, \quad (15)
\]

Then the integral representation of the vorticity \((15)\), with the basic formulas of vector-tensor analysis [2 – 4], has the form:

\[
\Omega = 2 \int_{\Sigma_{l+}} \left( \frac{\partial V}{\partial n}, \nabla \psi \right) - \left( \frac{\partial V}{\partial n}, \nabla \phi \right) d\sigma + 1, \quad (16)
\]

\[
\omega = 2 \int_{\Sigma_{l+}} \left( \frac{\partial V}{\partial n}, \nabla \psi \right) + \left( \frac{\partial V}{\partial n}, \nabla \phi \right) d\sigma + 1, \quad (17)
\]

where \(s = \left[ n, k \right] \) – tangent vector at the boundaries (fig. 2).

Expressions for determining the aerodynamic forces and moments

Building Formulas for determining vectors full aerodynamic force and moment [6], in our case based on the laws of conservation of momentum

\[
\rho \left( V, V \right) V + \nabla \rho - \mu \left( V, V \right) V = 0, \quad (18)
\]

and the angular momentum

\[
\left[ r, \{ \rho (V, V) V + \nabla \rho - \mu (V, V) V \} \right] = 0. \quad (19)
\]

Thus, by definition, complete the aerodynamic force acting on the solid surface of the previous expressions, we have

\[
R_i = \int_{L_i} \left[ \left[ n, p + \mu \left[ n, \Omega \right] \right] dl; \right. M_i = \int_{L_i} \left[ r, \left[ n, p + \mu \left[ n, \Omega \right] \right] \right] dl. \quad (20)
\]
The coefficients of aerodynamic forces and moments on each individual profile calculated by the standard formulas [6]:

\[
C_x = \frac{2}{\rho V^2 \pi a b} \cdot (i, R) \quad C_y = \frac{2}{\rho V^2 \pi a b} \cdot (j, R) \quad m_z = \frac{2}{\rho V^2 \pi b c} \cdot (k, M)
\]  \hspace{1cm} (21)

Conclusions

Thus, a great practical and theoretical interest is the solution of the problem of flow studies bearing elements of aircraft, in order to determine the actual aerodynamic characteristics, as well as ways to optimize the processes of energy saving in the transport sector by means of mathematical modeling [7]. Besides the presented approach allows you to explore plausible physical processes of vortex formation in the vicinity of the carrier elements, their spatial interaction and influence on the aerodynamic characteristics of the aircraft.
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MATHEMATICAL MODELS OF TURBULENT VISCOSITY COEFFICIENT FOR WALL SHEAR FLOWS

The basic principles together with modern approaches and tendencies of mathematical modeling of turbulent wall shear flows are described, discussed and analyzed. Several perspective concepts of turbulent viscosity coefficient mathematical representation for both typical and special modeling cases, proposed and developed by authors are presented together with their advantages demonstrating.

Introduction

In the study of wide range of different environmental problems, the process of mathematical models constructing is based on physical model, which is creating with the use of available experimental results, obtained for the investigating class of problems. In this case it is necessary to correctly apply the process of schematization and idealization, consisting of taking into accounts only the most essential features and rejecting the minor ones. So any mathematical model is always simplification of the real more complicated situation and therefore the measure of simplification corresponds to different levels of approximations. For example, such unreal quantities as blocks frictionless, weightless non-stretching threads, inviscid fluid have been introduced in classical applied mathematics. These concepts are the abstractions and elements of idealization that was proposed by the authors of corresponding models. After schematization the procedure of the obtained result transferring into the language of mathematical concepts and values together with postulating correlations between the most significant properties is applying.

General concept of development of modern theoretical investigations is wide application of mathematical modeling methodology in analysis and getting the solution of problems, important for different spheres of practical activity together with assessment of consequences and influences of this activity on the environment.

In the process of mathematical models constructing the methods of similarity and dimensionality have received considerable applicability.

Mathematical model of the process, phenomenon, object is a mathematical scheme that reproduces, imitates, reflects the principles of their functioning, certain properties and features and can replace them in the cognitive process in order to obtain new or extend the existing knowledge.

Any mathematical model has two components: mathematical and problematic, based on a specific science whose problem is the subject of studying.

Although the mathematical model due to simplification, idealization is not identical to studying phenomenon or process, but this replacement allows to formulate the considering problem as mathematical one and use a universal mathematical methodology for its investigating.

Mathematics gives the possibility to describe a wide range of facts and re-
sults of observations, make their detailed qualitative and quantitative analysis, pre-
predict forming the analyzing process under different conditions and thus forecast the
results of its development. Forecasting is an important and difficult task and predic-
tions that come true are particularly valuable.

The most of practically interesting processes are so complex that even now
it is rarely possible to create their universal models, which are valid throughout the
whole period of time and at all stages of the process development. Therefore, using
the results of experiments or observations it is important to distinguish correctly the
dominating factors that influence and control the process development at the consid-
ering stage or during a given period of time. Their correct selection allows to reject
less significant factors for the actual set of conditions and build on this base the
corresponding mathematical model.

The most difficult situation occurs when our knowledge of the phenomenon
is not enough. In this case the construction of a mathematical model requires mak-
ing some additional assumptions, which are treated as hypotheses. The conclusions
obtained with the use of hypothetical models application are arbitrary. They are
correct in so far as valid assumption. For their verification it is necessary to compare
the results obtained on the base of the proposed model with all available information
concerning the phenomenon. The level of agreement between calculated and exper-
imental results indicates whether the hypothetical model together with accepted
assumptions are qualitative or false.

Turbulence is one of the most complicated natural phenomena. First quanti-
tative description of turbulent motion was given by O. Reynolds. According to his
suggestion, the values of all the hydrodynamic variables can be presented as a sum
of averaged (regular) and pulsating (irregular) components and then study the aver-
aged flow properties. Pulsating components greatly intensify the process of moving
media mixing. Turbulent mixing is a reason of significant increase of resistance in
pipe flow, flows around buildings, aircrafts, missiles, ships, cars, etc. and energy
losses in turbines or compressors. Growth frictional resistance in turbulent motion is
equivalent to increase of the viscosity coefficient from ten till thousand or even
more times.

The first significant progress on the way of building a model representation
of the turbulent exchange coefficients, as it is well known, was implementation of
Prandtl idea (1925) on their ability to be determined by local characteristics of the
shear flow. Later this model been improved by a lot of authors for the purpose of
correct reproduction of turbulent flow structure. The first author of this paper, V.
Movchan, has proposed the following basic universal form model of turbulent vis-
cosity coefficient $\nu_1$ [1]:

$$\nu_1 = \nu_{\text{out}} \tanh \frac{\nu_{\text{in}}}{\nu_{\text{out}}},$$

where $\nu_{\text{out}}, \nu_{\text{in}}$ – values of $\nu_1$ in external and internal regions respectively.

Depending on the applied methods of $\nu_{\text{out}}$ and $\nu_{\text{in}}$ mathematical descrip-
tion the corresponding model for $\nu_1$ can have algebraic or differential structure.
Basic algebraic model can be presented by the following modified form of (1):

\[ v_{1} = \gamma v_{\text{out}} \tanh \frac{\gamma v_{\text{in}}}{v_{\text{out}}} \]

where \( \gamma \) – intermittency factor. Internal region has the following structure of its mathematical description: \( v_{1 \text{ in}} = ID_{m}, l = k \sqrt{\tau^{+}} u_{s} \),

\[ D_{m} = \frac{\tanh \left[ \sinh^{2} \left( k_{0} y^{+} \left( l + k_{3} \right) y^{+} - 30 \right) \sqrt{\tau^{+}} \right] \tanh \left[ \sinh^{2} \left( k_{2} y^{+} \sqrt{\tau^{+}} \right) \right]}{k y^{+} \sqrt{\tau^{+}}} \]

Linearization of the argument of the function \( \sinh^{2} \left( k_{0} y^{+} \left( l + k_{3} \right) y^{+} - 30 \right) \sqrt{\tau^{+}} \) transforms the damping factor \( D_{m} \) to the following simplified form:

\[ D_{m} = \frac{\tanh \left[ \sinh^{2} \left( k_{1} y^{+} \sqrt{\tau^{+}} \right) \tanh \left[ \sinh^{2} \left( k_{2} y^{+} \sqrt{\tau^{+}} \right) \right] \right]}{k y^{+} \sqrt{\tau^{+}}} \]

that allows to obtain the approximate-analytical solutions for velocity profile within viscous and buffer sublayers of boundary layer.

External region can in frames of algebraic level of modeling be presented by the formula \( v_{\text{out}} = \chi U_{\text{10}} \delta^{*}, \chi = 0.0168 \).

Here and above \( k_{0}, k_{1}, k_{2}, k_{3}, k, \chi \) – model coefficients; \( y^{+} = y u_{s}/v \) – normal to wall coordinate \( y \), dimensionless according to wall law; \( v \) – kinematic viscosity coefficient; \( u_{s} = \sqrt{\tau_{w}/\rho} \) – shear velocity; \( \tau^{+} = \tau_{w}/\tau \) – dimensionless shear stress by its value on a wall \( \tau_{w} \), that depends on pressure gradient parameter \( p^{+} = \frac{v}{\rho_{\text{out}}} \frac{dp}{dx} \) as follows: \( \tau^{+} = 1 + p^{+} y^{+} \) for \( p^{+} \geq 0 \) and \( \tau^{+} = (1 - p^{+} y^{+})^{-1} \) for \( p^{+} < 0 \); \( p \) – averaged pressure; \( \rho \) – density; \( U_{\text{10}} \) – velocity on the external free boundary of a wall shear flow; \( \delta^{*} \) – displacement thickness, using as a linear scale in external region of boundary layer.

**Modeling of near-wall effects of control.** In case of necessity to account the influences of micro-riffling and/or polymeric additives that, despite on different physical mechanism, have similar effect of velocity profile shifting in semilogarithmic coordinates. As it has been shown by Ye. Shkvar, effective results in frames of Movchan's turbulence model can be found on the base of generalization and implementation of I. Rotta approach for roughness accounting. This approach requires modifying the normal coordinate \( y^{+} \) into \( y_{1}^{+} \) in the following way: \( y_{1}^{+} = 0 \) for \( s \leq 0 \) and \( y_{1}^{+} = s \) for \( s > 0 \), where \( s = y^{+} + \Delta y_{\text{rough}}^{+} - \Delta y_{\text{pol}}^{+} \); \( \Delta y_{\text{rough}}^{+} \) – gener-
alized parameter, accounting both irregular and regular roughness influence; \( \Delta y_{pol} \) – additional parameter that similarly to previous one describes the influence of polymeric additives injecting in near-wall region of a water boundary layer. Fig. 1 illustrates the comparison between experimental (circles) and calculated (lines) laws of friction for rough pipe flow \( \lambda(Re) \), \( Re = UD/\nu \) for different values of relative parameter \( R/h \), \( R \) – pipe radius; \( D = 2R \), \( h \) – roughness height.

Modified algebraic model of turbulent viscosity. This modification effectively combines the described above set of dependencies for internal region \( \nu_{in} \) together with well known and popular in turbomachinery Baldwin-Lomax approach for external region \( \nu_{out} \), namely:

\[
\nu_{out} = \chi C_{cp} F_{wake} \quad \nu_{cp} = 1.6 \quad F_{wake} = \min \left( \frac{y_{max} F_{max}}{C_{wk} Y_{max} \Delta U / F_{max}} \right);
\]

\[
C_{wk} = 0.25 \quad \Delta U = \left| U_{max} \right| - \left| U_{min} \right| \quad \gamma = F_{Kleb} = \left[ 1 + 5.5 \left( C_{Kleb} Y / y_{max} \right) \right]^{-1};
\]

\[
C_{Kleb} = 0.3 \quad F(y) = \frac{\partial u}{\partial y} + \frac{\partial \nu}{\partial x} \quad D_{in} \quad F_{max} = \max \left( F(y) \right) \quad y_{max} = \gamma (F_{max}).
\]

The results of comparison of experimental data for distributions of friction coefficient \( C_f(x) \), momentum thickness \( \delta''(x) \), formfactor \( H(x) = \delta''(x)/\delta''(x) \), obtained by H. Moses (id. 3800 – Fig. 2) H. Ludwig & W. Tillmann (id 1100 – Fig. 3) for nonequilibrium flows, forming under adverse pressure gradient, with corresponding numerical predictions, made by Ye. Shkvar by using the basic (smooth lines) and modified (dashed lines) variants of algebraic models, demonstrate good level of agreement in general.
Fig. 2. Comparison of flow parameters numerical predictions and corresponding H. Moses experimental data (id. 3800): $C_f(x)$ – rhombs, $\delta^*(x)$ – squares, $H(x)$ - stars.

Fig. 3. Comparison of flow parameters predictions and H. Ludwieg & W. Tillmann experimental data (id. 1100): $C_f(x)$ – rhombs, $\delta^*(x)$ – squares, $H(x)$ - stars.
Hybrid algebraic – one-parametric differential model of turbulence.
This is the next step of turbulence models elaboration, joining both algebraic and
differential approaches for internal and external regions respectively. The turbulent
viscosity coefficient is presented as a function of kinetic energy of turbulence $k$:
$v_{t\text{ out}} = \chi_k \Delta \sqrt{k}$.
This approach requires for determination of $k$ solving the corre-
spending transport partial differential equation, that makes it more universal and
exact for wider range of modeled types of boundary layers. Here
$\Delta = U_{10} \delta^* / u_*$. Comparison of calculated values of dimensionless turbulent
viscosity coefficient $v_{t\text{ out}} / \delta u_*$, obtained
on the base of this level of modelling for $\Delta / \delta = 3,875$, $\chi_k = 0,0085$
(smooth line) and Klebanov’s (circles) and Townsend’s (crosses) experimental data (Fig. 4) demonstrates a good correlation. Here $\delta$ – boundary layer thick-
ness.

Hybrid algebraic – two-
parametric differential model of tur-
bulence. Here we demonstrate one
more modification of basic turbulent viscosity mathematical description (1) for ex-
ternal region – two-parametric $k - \epsilon$ approach: $v_{t\text{ out}} = C_\mu k^2 / \epsilon$, $C_\mu = 0,09$, where $\epsilon$ – dissipation rate of $k$. Simplification and adopting of the constructed
model for internal region allows to determine the profiles $k(y)$, $\epsilon(y)$ and Reynolds
stresses $\tau(y)$. For viscous and buffer sublayers these distributions in dimensionless
form have the following structures:

$$
\tilde{k} = \frac{k}{u_* \tau} = \frac{1}{C_0} \tanh(k \gamma^+ \sqrt{\kappa^+}) \tanh[\sinh^2(k \gamma^+ \sqrt{\kappa^+})] ;
C_0 = 0,16[1 + \tanh(0,13 \gamma^+ \sqrt{\kappa^+})] ;
\kappa^+ = \frac{v \sqrt{k}}{v} ;
\epsilon = \frac{\nu^2}{\mu^* \tau^2} \tanh^2(k \gamma^+ \sqrt{\kappa^+}) \tanh[\sinh^2(k \gamma^+ \sqrt{\kappa^+})] + D_c ;
D_c = 0,0316 \frac{k \chi}{k^+} ;
D_0 = 1 - \tanh(0,5 \sqrt{k^+ (\sqrt{k^+} - 4,3)}) ;
\tau = \frac{-\nu^2}{u_* \tau} = \tanh^2(k \gamma^+) \tanh[\sinh^2(k \gamma^+ \sqrt{\kappa^+})] .
$$
In logarithmic zone the corresponding dependencies have simpler structures:

\[ \bar{k} \approx 1/C_0; \bar{\varepsilon} = 1/(\kappa_0 k^+); \quad \bar{\tau} \approx 1, \]

where \( \kappa_0, \kappa_{11}, \kappa_{21}, \kappa_{22} \) – model coefficients.

Figures 5-8 illustrate good enough agreement of calculated distributions of \( k, \varepsilon \) and \( \tau \) in the internal region (continuous lines) in comparison with experimental results (symbols) and approximations of different authors (lines).

**Fig. 5.** Distribution of \( \bar{k}(y^+) \) in the vicinity of a wall: 1 – predictions by the authors approach; 2 – approximation \( \bar{k} = 0,05(y^+)^2 \); 3 – D. Coles experimental data (1978); 4 – Patel, Rodi and Schaeuer experimental data (1985)

**Fig. 6.** Distribution of \( \bar{\varepsilon}(y^+) \) in the vicinity of a wall: 1 – predictions by the authors approach; 2 – approximation \( \bar{\varepsilon} = 1/(\kappa_0 k^+) \); 3 – approximation \( \bar{\varepsilon} = 1/(\kappa y^+) \); 4 – D. Coles experimental data; 5 – J. Lauer experimental data
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Fig. 7. Distribution of $\overline{\tau}(y^+)$ in the vicinity of a wall: 1 – predictions by the authors approach; 2 – approximation $\overline{\tau} = 1 - 1/(k_0 y^+)$; 3 – approximation $\overline{\tau} = 1 - 1/(k_0 y^+)$; 4 – P. Abbrecht experimental data; 5 – D. Coles experimental data

Fig. 8. Distribution of $\overline{\nabla}_t(y^+)$ in the vicinity of a wall: 1 – predictions by the proposed hybrid algebraic – one-parametric differential model of turbulence; 2 – predictions by the Movchan’s basic algebraic model of turbulence; 3 – predictions by the Van-Driest damping function; 4 – G. Shubauer experimental data; 5 – J. Laufer experimental data; 6 – P. Abbrecht experimental data

Conclusions

The proposed family of different-level approaches for semiempirical turbulence modeling demonstrated the correctness of the applied hypotheses and flexibility for wide range of wall shear flows types.
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DISCRETE MODELS GENERATION FOR LAYERED SHELLS OF A SPACECRAFT

The report describes the problem of discrete models generation for layered shells of spacecrafts. In obtained discrete models layers of finite elements correspond to layers of shell material. Proposed in the report technique explicitly model the discontinuous nature of the material.

Composite materials (composites) and layered materials are one of the great technological advances of a modern engineering. By the term layered materials we usually refer to materials that are combinations of two or more organic or inorganic layers. Layered materials allow to optimize some physical and mechanical properties of constructions. Layered shells are widely used in spacecraft's engineering.

In computational and numerical analysis of solids, two main approaches have been adopted to simulate layered materials [1]:

1) techniques which explicitly model the discontinuous nature of the material;
2) techniques which use equivalent continuum model of the material.

The first approach includes the Discontinuous Deformation (Displacement) Analysis (DDA) [2] and the Discrete Element Method (DEM) [3,4]. The Finite Element Method (FEM) or the Finite Difference Method (FDM), which utilize layers topology, interfaces or contact technology, also included in the first approach. The Discontinuous Deformation Analysis and the Discrete Element Method are common used in rock mechanics, simulation of granular materials and the micro-dynamics of powder flows. These techniques provide a more accurate description of layered material nature. However, they are complex. The FEM based software requires meshes which elements topology correspond to material's layers topology.

The second approach includes the FEM and FDM equivalent continuum model. In the equivalent continuum technique the discrete material is replaced by a homogeneous continuum. E.g., in Cosserat theory, one of the mathematical models describing the mechanics of general micropolar continua, each point of the continuum is associated with independent rotational degrees of freedom in addition to translational degrees of freedom. The basic kinematics variables of Cosserat theory are the displacements, the first-order displacement gradients, the microstructural rotations, and the rotation gradients. Higher-order displacement gradients are not considered [1]. However, in general case for complex solids implementation of this approach is hard.

Thus, the aim of the present report is to develop approach for finite elements meshes generation. Obtained meshes should approximate layers borders by finite elements edges (or faces in 3D case).
The FEM-simulation of spacecrafts layered shells includes five steps (fig. 1).

1. Geometrical modeling of a solid. One from representation schemes [5] is used for geometrical modeling. Boundary representation, Constructive Solid Geometry (CSG) and functional representation are commonly used to represent geometrical object in computer.

2. Mesh generation is a process of a geometrical object discretization into user-defined shape finite elements. Triangles (tetrahedra in 3D) and quadrilaterals (quadrilaterally-faced hexahedra in 3D) are commonly used types of finite elements. Obtained on this step meshes are block-structured or unstructured.

3. Mesh to layers validation is a process of refinement. We can use correction of a node position or element subdivision techniques for layers boundaries approximation by finite elements edges (faces in 3D).

4. The FEM processor should use for each layer corresponded mechanical constants. Corresponding between material layers and finite elements layers is obtained on third step.

5. In the final, obtained displacements (deformations) or stresses are visualized and processed.

Developed during the research approaches are used in software for computer-aided modeling (CAM). For this software developed domain specific language 1.14.46
(DSL) for geometrical modeling of layered solids.

E.g., fig. 2, layered discrete models of the front and back frame of the spacecraft's module. Finite elements layers correspond to material layers.

Three-dimensional discrete model of spacecraft module can obtained by rotation of 2D-mesh:

$$\begin{bmatrix} x_j^i \\ y_j^i \\ z_j^i \end{bmatrix} = \begin{bmatrix} h + x_j \\ (k + y_j) \cos \varphi_j \\ (k + y_j) \sin \varphi_j \end{bmatrix}$$

$$\varphi_j = \frac{2 \pi j}{M}, 1 \leq i \leq N, 0 \leq j \leq M,$$

where $N$ – nodes count; $(x_j, y_j)$ – 2D-mesh node coordinates; $M$ – elements layers count in rotation body model; $(h, k)$ – initial coordinates for rotation (translation). E.g., fig. 3 presents rotation of discrete 2D-model of the spacecraft's module.

Thus, this approach process layered shell of spacecrafts as a three-
dimensional solid. Such approach requires a lot of computer resources because obtained models have big number of finite elements. However, it allows to build models of shells with complex topology of layers.
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AN INVESTIGATION OF A SPACECRAFT'S PROPELLANT TANK'S SHELL'S BEARING STRENGTH

This report describes an approach for numerical simulation of nonlinear stress-strain state for the propellant tank's shell of the spacecraft. The finite element method was used in computer simulation, basing on 3D shell model.

Modern software is commonly used for numerical simulation of constructions, engines, shells, etc. The report describes how to use CAE-software «MIRELA+» [1] and FORTU [2] for numerical simulation of the propellant tank. These software are based on the finite element method (FEM). CAE «MIRELA+» uses the moment finite-element scheme [3]. The propellant tank has two pieces and stringers (fig. 1). The propellant tank used under internal pressure. Internal pressure can break the tank. An experimental value of ultimate tensile strength was obtained. However, an experimental investigation is very complex and too much expensive. Thus, development of CAE-software for tensile strength is urgent.
Stress-strain state of the propellant tank is nonlinear. Thus, the nonlinear stressing process should be simulated. Figure 2 shows the non-linear stress-strain curve for dilatation of the material. Deformations model development for nonlinear stress-strain state is urgent problem. Consider a solution of this problem as combination of linear solutions with dynamic moduli (mechanical properties dynamically change during deformation process). The elastic modulus is function of deformation speed. The value of elastic modulus can be obtained using the stress-strain curve in iterative process of stressing (fig. 2). Suppose the Poisson’s ratio is 0.3.

![Fig. 2. The stress-strain curve](image)

Ultimate tensile strength of the shell is 340 Mpa. If stress value is greater than tensile strength then the propellant tank damaged.

Obtained in FEM-numerical simulation values of tensile strength by CAE «MIRELA+» and by CAE FORTU are corresponded with experimental results. Stress-strain state of the propellant tank is plotted with a gray-scale map (fig. 3).

![Fig. 3. Stress-strain state of the propellant tank](image)
Thus, CAE «MIRELA+» and by CAE FORTU allow FEM simulation of spacecraft’s stress-strain state. Obtained by «MIRELA+» and by FORTU tensile strength value placed on a cylindrical part of the shell.
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